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Much sociological theory takes social norms as given and proceeds to examine individual behavior or the behavior of social systems when norms exist. Yet to do this without raising at some point the question of why and how norms come into existence is to forsake the more important sociological problem in order to address the less important. Whatever the reason for neglect of this question (and it differs for different theorists), I will show in this chapter and the next that two simple conditions, taken together, are sufficient for the emergence of norms. The first of these, to be examined in this chapter, is a condition under which a demand for effective norms will arise. The second, to be examined in the next chapter, is a condition under which that demand will be satisfied. Both conditions may be described as social-structural.

As much as any other concept in the social sciences, a norm is a property of a social system, not of an actor within it. It is a concept that has come to play an extensive role in theories developed by some sociologists. The reasons are fundamental. The concept of a norm, existing at a macrosocial level and governing the behavior of individuals at a microsocial level, provides a convenient device for explaining individual behavior, taking the social system as given. This device has been especially useful for those sociologists characterized by Sorokin (1928) as members of the sociologic school of social theorists, of which Emile Durkheim was the most prominent member. Durkheim began with social organization and in a part of his work asked, "How is an individual's behavior affected by the social system within which he finds himself?" Answering this requires not the three components of social theory that I outlined in the first chapter of this book but only one—the transition from macro to micro. For many social theorists, Durkheim among them, the concept of a norm provides a means for making this transition.

For another school of social theory, of which Talcott Parsons is the most prominent member, the concept of a norm provides a basis for a principle of action whose role in the theory is comparable to that of maximizing utility in rational choice theory. The principle, something like "Persons behave in accordance with social norms," leaves examination of the content of norms as the theoretical task at the macro level. Whereas rational choice theory takes individ
ual interests as given and attempts to account for the functioning of social systems, normative theory takes social norms as given and attempts to account for individual behavior.

Apart from its role in social theory, the use of the concept of a norm is important in describing how societies function. This is especially so for the description of traditional stable societies. A description of the functioning of the caste system in India that did not use the concept of dharma, which means something like “duty” or “appropriate behavior” or “behavior in accordance with accepted norms,” would hardly be possible. Stable or slowly changing norms constitute an important component of a stable society’s self-governing mechanisms.

Both the evident importance of norms in the functioning of societies and the importance of a norm as a concept throughout the history of social theory underlie the importance of this concept in contemporary social theory. It has not one but two entries in the Encyclopedia of the Social Sciences (both written by sociologists), and one of them begins with this sentence: “No concept is invoked more often by social scientists in explanations of human behavior than ‘norm.’” For example, Dahrendorf (by no means one of those sociologists most wedded to the concept), in an essay on the origin of social inequality, states, “The origin of inequality is thus to be found in the existence in all human societies of norms of behavior to which sanctions are attached...”

The derivation suggested here has the advantage of leading back to presuppositions (the existence of norms and the necessity of sanctions) which at least in the context of social theory may be taken as axiomatic” (1968, p. 104).

Norms may be taken as axiomatic by many sociologists, but for others they constitute an unacceptable deus ex machina—a concept brought in at the macrosocial level to explain social behavior, yet itself left unexplained.

Some rational choice theorists, armed with maximization of utility as a principle of action, regard the concept of a norm as altogether unnecessary. To take this stance, however, is to ignore important processes in the functioning of social systems and thus to limit the theory. It is one thing to refuse to take norms as starting points for social theory; it is quite another to ignore their existence altogether. In this book I refuse to take norms as given; in this chapter I ask how norms can emerge and be maintained among a set of rational individuals.

Social norms enter the theory developed here in the following way: They specify what actions are regarded by a set of persons as proper or correct, or improper or incorrect. They are purposively generated, in that those persons who initiate or help maintain a norm see themselves as benefiting from its being observed or harmed by its being violated. Norms are ordinarily enforced by sanctions, which are either rewards for carrying out those actions regarded as correct or punishments for carrying out those actions regarded as incorrect.

1. See O’Flaherty and Derrett (1978).

Those subscribing to a norm, or, as I will say, those holding a norm, claim a right to apply sanctions and recognize the right of others holding the norm to do so. Persons whose actions are subject to norms (who themselves may or may not hold the norm) take into account the norms, and the accompanying potential rewards or punishments, not as absolute determinants of their actions, but as elements which affect their decisions about what actions it will be in their interests to carry out.

In the preceding paragraph I do not give an explicit definition of a norm but only indicate its function. The explicit definition is, however, important because it derives from the conception of rights discussed in Chapter 3 and because it may not include everything that is ordinarily meant by the concept of a norm. I will say that a norm concerning a specific action exists when the socially defined right to control the action is held not by the actor but by others. As discussed in Chapter 3, this implies that there is a consensus in the social system or subsystem that the right to control the action is held by others. By the definition of authority, this means that others have authority over the action, authority that is not voluntarily vested in them, either unilaterally or as part of an exchange, but is created by the social consensus that placed the right in their hands. The right that is relevant to the definition of a norm is not a legally defined right or a right based on a formal rule imposed by an actor having authority. It is, rather, an informal or socially defined right. It may exist in the absence of a legally defined right or in opposition to a legally defined right, as is the case when a norm is in conflict with a law.

With this definition, the question concerning the conditions under which an effective norm will arise becomes a question concerning the conditions under which there will come to be a consensus that the right to control an action is held by persons other than the actor, and the conditions under which that consensus can be enforced.

It is important to note that this definition is very specific and perhaps narrow. No norm exists as long as the individual actor holds the right to his own action, and no norm exists if no right has come into existence. A norm exists only when others assume the right to affect the direction an actor’s action will take. But when does this happen? This chapter is aimed at answering this question. There are, however, additional questions to be answered if norms are to be fully understood.

A norm may be embedded in a social system in a more fundamental way: The norm may be internal to the individual carrying out the action, with sanctions applied by that individual to his own actions. In such a case a norm is said to be internalized. An individual feels internally generated rewards for performing actions that are proper according to an internalized norm or feels internally generated punishments for performing actions that are improper according to an internalized norm. How and when does this happen?

There is interdependence among norms such that many norms are part of a
structure of norms. The most elaborate of such structures are those described by dharma in India and analogous systems in other societies with long cultural traditions. How do these structures come into being?

These questions pose substantial tasks for the theorist. First is the task of establishing the conditions under which a norm with a particular content will arise. This includes determining why a norm does not always arise when the existence of an effective norm would be in the interests of all or most persons. Related to this is the task of specifying who will hold the norm and whose actions will be the target of the norm. Another task is determining the strength and prevalence of sanctions, recognizing that applying a sanction may entail costs for the sanctioner. Related to this is determining what kinds of sanctions will be applied, since there are a variety of sanctions that may be applied (and it is empirically evident that various kinds of sanctions are applied, ranging from those that damage or enhance reputations to those that impose physical damage or provide material benefits). In addition, there are theoretical tasks concerning the internalization of a norm. Why do persons attempt to induce internalization in others in the first place? Under what conditions will those who hold a norm attempt to induce internalization, and under what conditions will they use only external sanctions? Why will a person be receptive to attempts by others to internalize norms? Finally, there is the task of describing and accounting for interconnections among norms. What kinds of relationships exist among norms, how do those relationships arise, and how is the role that norms play in a social system affected by these relationships?

It is useful to begin by locating the concept of a norm, as well as the theoretical activity of this chapter, in the context of the three components which I have proposed as necessary to social theory: the macro-to-micro transition, purposive action at the micro level, and the micro-to-macro transition. Norms are macro-level constructs, based on purposive actions at the micro level but coming into existence under certain conditions through a micro-to-macro transition. Once in existence, they lead, under certain conditions, to actions of individuals (that is, sanctions or threat of sanctions) which affect the utilities and thus the actions of the individuals to whom the sanctions have been or might be applied. Thus norms constitute a social construction which is a part of a feedback process, involving either negative feedback, which if effective discourages and damps certain actions, or positive feedback, which if effective further encourages certain actions.

The emergence of norms is in some respects a prototypical micro-to-macro transition, because the process must arise from individual actions yet a norm itself is a system-level property which affects the further actions of individuals, both the sanctions applied by individuals who hold the norm and the actions in conformity with the norm. A diagram analogous to Figure 1.2 but illustrating the emergence of a norm begins at the micro level and ends there as well, with individual sanctions and conformity to the norm, as shown in Figure 10.1.

**Examples of Norms and Sanctions**

Some sense of what is meant by norms and sanctions can be gained by considering several examples.

1. A three-year-old child, walking with its mother on a sidewalk in Berlin, unwraps a small piece of candy and drops the cellophane on the sidewalk. An older woman who is passing by scolds the child for dropping the cellophane and admonishes the mother for not disciplining the child. A three-year-old child, walking with its mother on a sidewalk in New York City, unwrap a piece of cellophane and drops the paper on the sidewalk. An older woman is passing by but says nothing, not even noticing the action of the child. Several questions are raised by this example: Why does the woman in Berlin assume the right to scold the child and admonish the mother? Why does a woman in a similar circumstance in New York City not do the same? Does the woman in New York not feel she has the right to scold the child, or does her failure to act arise from other sources?

2. In an organization which provides free coffee and tea to its employees, one employee who drinks tea goes down with his cup to the hot water dispenser. All the tea bags are gone, but he expresses no dismay, remarking to another person standing there, "This often happens, but I have taken some tea bags back to my office just for such occasions." The other person responds in a disapproving way, "It's people like you, stashing tea bags away, who create the problem." This example also raises questions: How did the second person come to acquire a right to express disapproval? And why did the first person leave himself open for such a comment, by his remarks? Furthermore, why does he accept the disapproval of the second person, apparently acknowledging the right of the second person to impose this sanction?

3. A high-school girl on a date at a beach house finds herself in a crowd in which the others, including her date, are smoking marijuana. The others encourage her to do so as well, showing disapproval and disdain of her reluctance. That reluctance, in turn, is produced by her knowledge that her parents would disapprove. This example raises questions about conflict: Can there be two conflicting
Some norms discourage or prescribe a focal action, and I will call these prescriptive norms. Other norms, such as the norm to smoke marijuana among the young people at the beach house or the norm among members of Gush Emunim settlements to form a minyan and pray every day at the synagogue, encourage or prescribe a focal action. I will call these prescriptive norms. Prescriptive norms provide negative feedback in the system, damping out the focal action; prescriptive norms provide positive feedback, expanding the focal action. When there are only two possible actions, of course, one is prescribed and the other is proscribed by the same norm. For example, the norm of walking to the right when encountering another pedestrian walking in the opposite direction is simultaneously prescriptive and proscriptive. The distinction is meaningful only when the number of alternative courses of action is greater than two.

For any norm there is a certain class of actors whose actions or potential actions are the focal actions. The statement “Children should be seen and not heard” specifies a norm for which children constitute this class. I will call members of such a class targets of the norm, or target actors. There is also a class of actors who would benefit from the norm, potentially hold the norm, and are potential sanctioners of the target actors. These are actors who, if the norm has come into being, assume the right to partially control the focal action and are seen by others who would benefit from the norm to have this right. For the norm specified by the statement above, parents, or adults more generally, are those who hold the norm. It is possible that children also hold the norm, but the operation of the norm and its supporting sanctions does not depend on this. I will call those who would benefit from the norm and thus assume the right to control the target action (who are also ordinarily the potential sanctioners) beneficiaries of the norm. The current beneficiaries of the norm may be those who initiated it, or they may have merely continued the enforcement of a norm initiated by persons who preceded them.

For some norms, such as the one concerning children mentioned above, the targets of the norm and the beneficiaries are not the same persons. The norm benefits one set of actors and is directed toward actions of another set. I will label such norms disjoint norms because the set of beneficiaries and the set of targets are disjoint, resulting in a physical separation of opposing interest. The beneficiaries have an interest in the norm being observed, and the targets have an interest in the focal action being unmodified by the norm.

For many norms, however, including all those described in the earlier examples (except for the norm about not smoking marijuana held by the parents of the high-school girl), the set of beneficiaries of the norm coincides with the set of targets. In such cases, the interests favoring observance of the norm and those opposing its observance are contained within the same actors. Each actor is simultaneously beneficiary and target of the norm. I will call norms of this sort conjoint norms.

The distinction between disjoint and conjoint norms reflects only the extremes of the variations that may occur. Figure 10.2 shows those extremes, along with
For many norms the focal action has not been arbitrarily selected. The targets' interests lie in the direction of action opposing observance of the norm, and the beneficiaries' interests lie in the direction of action favoring observance of the norm. These interests in particular directions of action would remain, whether or not the norm existed and independent of others' directions of action. In this case the direction of the norm depends on more than convention. I will call these essential norms. This last distinction can be illustrated, as Ullmann-Margalit (1977) has done and as I will do shortly, using simple payoff matrices from the theory of games.2

The First Condition: Externalities of Actions and the Demand for a Norm

In Chapter 2 I indicated that one distinction which is important for the functioning of social systems is that between events that have consequences only for those who control them and events that have external consequences (that is, externalities) for actors who have no control over them. The latter events are intrinsically of interest to actors other than those who control them. When such events are actions, there are two kinds of externalities of actions: When an action benefits others, the action has positive externalities; when an action is harmful to others, the action has negative externalities. If an action benefits some and hurts others, then its externalities are positive for the first set of actors and negative for the second.

An action that has externalities generates interests in the action among those actors who experience the externalities. Yet there is no general way in which the consequences of the action for those affected actors can enter the utility function of the actor taking the action. Actors harmed by an action that benefits the actor in control of it experience negative externalities, as exemplified by nonsmokers sitting near a smoker. Those benefited by an action that benefits the actor controlling it experience positive externalities, as exemplified by passersby who benefit from a householder's removing snow from the sidewalk in front of his house. The problem for those other actors in the first situation is how to limit the action which is harming them (and how much to limit it). The problem in the second situation is how to encourage and increase the action (and to what level it should be encouraged).

A special case of the latter problem is that of paying the cost of a public good when each actor's action has beneficial consequences for others, by helping to bring about the public good, but the benefits to himself are less than the costs he will incur. Only if enough actors can be induced jointly to carry out the action to

2. Ullmann-Margalit (1977, p. 97) calls these coordination norms and distinguishes between those that arise through convention and those adopted by decree. I will not make use of this distinction.

3. Ullmann-Margalit distinguishes three kinds of norms, which she calls prisoner's dilemma norms, coordination norms, and norms of partiality. These correspond approximately to what I have termed essential norms, conventional norms, and disjoint norms, respectively. Essential norms, however, to use my terminology, may be disjoint or conjoint, whereas Ullmann-Margalit's three classes are mutually exclusive.
make the benefits exceed the costs for each will the public good be provided. A parallel problem exists for a public bad; for example, in overgrazing of a commons, each herd-owner's increase in grazing will increase his own benefits, but at a cost to others. Only if all the herd-owners with access to the commons can be induced to limit grazing by their animals will the grazing be reduced to the level at which the land will produce maximum nutrition.

When an action generates externalities for others, they may be able to make their interests felt through wholly individualistic means. For example, one of them may engage in an exchange with the actor whose action imposes the externalities, offering or threatening something to bring about the outcome he desires. But this may not be possible if the externalities are spread among several actors, none of whom can profitably make such an exchange.

When exchange is possible, this gives a solution which is a special case of that described by Coase in "The Problem of Social Cost" (1960). The general solution is a market in rights of control, in which the actors who do not have control of the action may purchase rights of control from those who do, the former being limited only by their interest in the action and their resources. It is easy to see that if there are no transaction costs in such a market, the outcome will be a social optimum (which is defined only relative to the initial endowments of resources of the various parties in the market), at which no further exchanges are mutually beneficial. Those hurt by the level of action existing at the outcome would be even more hurt by partitioning the resources that the actor controlling the action would take to limit it further.

In the case of a public good, each of the actors who is benefited by the actions of others would exchange rights of control of his own action for rights of partial control of the action of each of the others. For example, each resident in a town might agree to the building of a public park and to contribute an equal fraction of the cost. This constitutes a multilateral exchange in which each gives up the right not to contribute in return for the giving up of the same right by each of the others. (I put aside for the present the question of how such a multilateral exchange might be organized.)

Similar markets have been developed in regulation of environmental pollution. The amount of total pollution allowed is not set by market forces, but marketing of rights to pollute occurs among those who operate pollution-generating plants (see Noll, 1983). Yet there are many activities in society in which markets in rights of control cannot easily come into being, for one reason or another. In a social situation in which one person is smoking and another finds it irritating, the second can hardly say to the first, "How much will you take to stop smoking?" A high-school girl at a party where all others present would like her to smoke marijuana but who knows her parents would not can hardly ask for bids from the two opposed sets of others for control of her action. There is a wide range of situations in which an action has extensive externalities but a market in rights of control of the action is either impracticable or illegal.

The condition under which interests in a norm, and thus demands for a norm, arise is that an action has similar externalities for a set of others, yet markets in rights of control of the action cannot easily be established, and no single actor can profitably engage in an exchange to gain rights of control. Such interests do not themselves constitute a norm, nor do they ensure that one will come into being. They create a basis for a norm, a demand for a norm on the part of those experiencing certain externalities.

The externalities created by the action may, as indicated earlier, be positive or negative. In high schools, for example, positive externalities are created by athletes who contribute to the success of a team, which in turn contributes to the school's general standing in the community (which in turn contributes to the other students' feelings of well-being or pride). Often a norm does arise, one which encourages potentially good athletes to devote their energies to interscholastic sports. In contrast, students who get especially high grades create negative externalities for other students, insofar as the teachers grade on the curve. High-performing students increase for other students the effort necessary to receive good grades, thus making matters more difficult for others. Often a norm arises in this case also; students impose a norm that restricts the amount of effort put into schoolwork.

How a norm actually comes into being once a demand is created by externalities is a matter which I will examine in Chapter 11. But the genesis of a norm is based in externalities of an action which cannot be overcome by simple transactions that would put control of the action in the hands of those experiencing the externalities.

Several points follow from this central premise. One implication is that the potential beneficiaries of the norm will be all those who are affected in the same direction by the action. If a norm does arise, it will be those persons who will claim a right to have partial control over the action and who will exercise their claim by attempting to impose normative sanctions on the actor performing the action to induce the direction that benefits them, often at that actor's expense. A further implication is that a potential conflict of norms arises when an action has positive externalities for one set of persons and negative externalities for another. In the example of the high-school girl whose friends' approval is contingent on her smoking marijuana and whose parents' approval is contingent on her not doing so (or on their ignorance of her doing so), there are such opposing externalities. If she does not smoke, she dampens the party, destroys the consensus, and perhaps reminds some of those present of their similar normative conflicts. If she does smoke and her parents learn of it, they are made unhappy as their pride and trust in her are undercut.

The structure of interests created by externalities in which norms have their genesis may be presented more systematically by using simple situations whose

4. Of course, when academic activities are organized interscholastically, this can generate a prescriptive norm concerning studying. Striking cases of this may be found in a description of statewide competition in academic subjects among rural schools in Kentucky (Stuart, 1950, p. 90).
outcomes can be described by payoff matrices such as are used in theory of games. For example, suppose that two persons are told separately, “You may take either of two actions: contribute $9 to a common project, or contribute nothing. For each $3 that is contributed, an additional $1 will be earned by the project (that is, there will be a return of $4 for each $3 contributed). The final total will be divided equally between the two of you, regardless of who made a contribution.” Each can assess the net gains or losses for himself and for the other, for each combination of actions. These are expressed in Table 10.1, where the values of the outcome (in dollars) for each of the persons (A1 and A2) are given in each cell.

If neither contributes, there is no gain or loss for either. If A1 contributes and A2 does not, A1’s contribution of $9 plus the $3 earned will be divided equally, giving $6 to each. For A2 this will be a net gain, as indicated in the upper-right hand cell of the table. But for A1, the original $9 contribution must be subtracted, giving him a net loss of $3. The gain and loss are reversed for the case in which A2 contributes and A1 does not.

This situation creates a pair of actions, each having externalities for the other actor. As Table 10.1 indicates, A1’s action (of contributing or not contributing) makes a difference of $6 (between 3 and -3 or between 6 and 0) to A2, and A2’s action makes a difference of $6 to A1. Furthermore, in both cases the externalities go in the direction opposite to the actor’s own interests. Each actor is better off by not contributing (whichever action the other takes), but not contributing makes the other actor worse off. Finally, the external effects of the other’s action are greater for each than are the direct effects of his own action.

A1’s action makes a difference of only $3 to him, but A2’s action makes a difference of $6—and similarly for A2.

The result of this situation is that each has an incentive not to contribute (since he will lose $3 by so doing), and if both do not, each gets nothing. Yet if both did contribute, each would gain $3. The optimal action for each actor gives a social outcome which is not an optimum. Both would be better off if both took the action which is not individually optimal, that is, if both contributed to the project.

Much has been written about this structure of outcomes, but most of it is not of interest here. (For references to some of this literature, see Axelrod, 1984.) What is of interest is Ullmann-Margalit’s (1977) discussion of this structure as calling for or generating one type of norm, which she calls prisoner’s dilemma (or PD) norms. Her argument is that such a structure of outcomes creates an incentive for all parties involved to set up a norm that will constrain the behavior of each in the direction of carrying out the action that is better for the others (in the example above, contributing to the joint project). In the terminology introduced earlier, such a structure of interdependence of actions creates externalities for each and thus an interest in the part of each in the creation of a norm.

In situations of this sort, however, where two persons’ actions affect each other in the way shown in Table 10.1, a norm is not necessary at all. Either person can propose an exchange in which each gives the other rights of control to his action and gets rights of control of the other’s action. Each has resources (his own action) that are of more value to the other than the resources held by the other (the other’s action). Thus by exchanging rights of control each gets something that is worth more to him than what he gives up. Each will exercise the control over the other’s action in the direction which benefits himself, and in so doing will bring about a social optimum. In the example above A1 will contribute A2’s $9, A2 will contribute A1’s $9, and both will gain $3 as the outcome.

Where there is a pair of interdependent actions for which the self-interested action of each imposes negative (or positive) externalities on the other that are greater than the benefits (or costs) that the other’s own self-interested action brings, a mutually profitable exchange is always possible in principle. Logistics may, of course, preclude such exchange. In the game-theoretic analysis of the prisoner’s dilemma, the possibility of exchange is excluded, because by assumption the players cannot communicate. But no such constraint is necessary here. Norms can arise only where there is communication; thus bilateral exchange is possible in all those two-actor cases where the possibility for a norm exists.

6. As far as I know, Erling Schild and Gudmund Hernes were the first (independently, in 1971) to point out that the simplest social solution to the prisoner’s dilemma is exchange of control between the two players, an action which is rational for each. Bernholtz (1984) has shown that Sen’s paradox of a Pareto liberal (discussed in some detail in Chapter 13), where the payoff structure is that of a prisoner’s dilemma, is solved in the same way. If the exchange is not instantaneous, of course, but requires a promise on the part of one or both, it becomes necessary to introduce some form of retribution.

5. This payoff structure is that of a prisoner’s dilemma. See Luce and Raiffa (1957) or Rapoport and Chammah (1965) for a discussion of this game.
There is an apparent exception in those cases where communication exists before and after the action, but not during the action itself. However, any agreements reached before the action or any retributions taken after the action need make no reference to a norm, but can be treated wholly within the framework of bilateral exchange, although possibly of course requiring introduction of notions of trust and mutual trust, as discussed in Chapter 5.

The one true exception, in which the social optimum is not attained by an individualistic solution or by a bilateral exchange, is where the actions are pairwise, but the two actors are not in contact either before or after the action (or will meet only in the distant future), and thus have no opportunity either to make an agreement or to carry out the terms of a prior agreement. In that case a norm, in which sanctions are imposed by others who are in contact with the actors after the action, can bring about a social optimum; bilateral exchange cannot.

It is best to clarify what the word "exchange" implies in the current context, for the example may otherwise be misleading. The imagery evoked by exchange in the context of this example is that one actor approaches another with an offer, "You let me make your decision, and I will let you make mine" or "Let us contribute together" or something similar. This is certainly what happens in some cases. In an examination of the emergence of norms, however, it is appropriate to conceive of a succession of comparable projects, extending over time, in which a new decision arises each time. This expands the possibilities to incorporate exchanges, explicit or implicit, that cover two or more projects (for example, "If you fail to contribute this time, I will not contribute next time"). This conception is especially relevant for those cases in which it is not logically possible to exchange control or rights to control on a given occasion. It is also relevant for those cases in which there is no project involving simultaneous contribution but separate actions of each actor which exhibit the same pattern of internal and external effects. For example, a person must decide whether to take an action, such as watching his neighbor's house while the neighbor is away, that has a net cost for him but benefits his neighbor. His neighbor, in a similar situation, must make the same decision.

Another type of implicit exchange, which may be more common empirically, is not precisely equivalent to those described above. If two actors have a social relationship, which as described in Chapter 12 consists of a set of obligations and expectations (assumed for the present to be symmetric), various actions by each may affect the outcome of an exchange. If A1 wants to prevent an action of A2, which imposes a cost on him of $5 but benefits A2 by only $3, A1 has only to introduce into the negotiations some other event which he controls that has a cost for him of less than $5 and a benefit for A2 of more than $3. A promise or a threat with respect to this event may serve A1 as well as, or better than, the action which is analogous to the action of A2 he wants to control. To state it differently, one actor need not use as a sanction for another actor the same kind of action as the action he is sanctioning. For example, if one actor is late for a meeting, the other need not show up late for the next meeting; he can express disapproval, or he can threaten to break off the meetings altogether (if the meetings are of sufficient interest to the first actor to make this a credible threat). The other events may include some for which the costs to the sanctioning actor are very small yet the other actor's interest may be sufficiently great that the sanction is effective.

It is important to recognize these additional possibilities that actors may have for sanctioning one another because they lend importance to the existence of other events linking the actors. Attention to these additional possible sanctions is also important because of the potential asymmetries in sanctioning that may result from inequalities in actors' control of events of interest to others.

Systems of More Than Two Actors

It is when pairwise exchanges cannot bring about a social optimum that interests in a norm arise. This may be illustrated by expanding the joint project described earlier to a common project involving three actors. Again, each has the alternative of contributing $9 or nothing. For every $3 contributed, the product will be $4. The total product will be divided equally among the three. Table 10.2 shows the outcomes for each combination of actions. Since the situation is symmetric for the three actors, these outcomes can be summarized more compactly, as shown in Table 10.3.

The situation here is fundamentally different from that shown in Table 10.1. It is not possible for two of the three actors to exchange control over their actions and gain by so doing. If there are no contributions, giving no net gain or loss to each, and then A1 exchanges control with A2, each contributing for the other,

9. Another source of asymmetry is hidden by the symmetry of this example. Even for activities for which all actors' similar actions impose externalities on the others, the externalities may be unequal, providing sanctioning opportunities for some actors that do not exist for others. This is related to interpersonal comparison of utilities, and, as will be evident later, a correct untangling of that issue will be important for the analysis of norms as well as other aspects of the social system.
Table 10.2 Payoff matrix for three-person common project.

<table>
<thead>
<tr>
<th></th>
<th>Contribute</th>
<th>Not contribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A₂</td>
<td>A₂</td>
</tr>
<tr>
<td>Contribute</td>
<td>A₃</td>
<td>Not contribute</td>
</tr>
<tr>
<td>A₁</td>
<td>-3, -3</td>
<td>-8, 1, 1</td>
</tr>
<tr>
<td>Not contribute</td>
<td>8, -1, -1</td>
<td>4, 4, 5</td>
</tr>
</tbody>
</table>

they end up losing $1 while A₁ gains $8. If A₁ is contributing, A₁ and A₂ each gain $4 without an exchange. If they exchange control, with each contributing for the other, the gain for each is $3, making each of them $1 worse off than they would be without the exchange.

Only if both A₂ and A₃ can be induced to change their actions from not contributing to contributing, contingent on A₁'s contribution, does it become profitable for A₁ to join in such an arrangement. In such a case the outcome for each changes from no gain to a gain of $3. Thus a compact among the three is necessary to bring about a gain to each. One form of compact is a norm, by which the right to contribute or not is no longer held by each actor, but for each is held by the other two. It is in this way that it can be said that each comes to have interests in a norm.

The structure of interdependence in this case is one in which, if a norm arises at all, it will be a conjoint norm, with the same actors being targets and beneficiaries. It will be an essential norm, not a conventional one, because there

is one direction of action that benefits each (contributing) and one that does not. It would be possible to construct a similar artificial example and matrix of outcomes for which interdependence would generate interest in a conventional norm. But that is straightforward and self-evident, and I will not present it here.¹⁰ For a disjoint norm the matter is somewhat different, and I will put aside examination of such norms until a later point. It is, however, useful to examine a question that arises concerning some conventional norms, where the externalities imposed by one actor's action on the others are not immediately apparent.

Do Norms Arise Only When There Are Externalities of Actions?

There are some norms which seem not to be generated by an action's imposition of externalities on others. For example, in high schools certain subgroups of girls or boys will have strong norms about how their members dress.¹¹ In the 1950s ducktail haircuts constituted observance of a norm by certain groups of boys. Certain groups of girls wore bobby socks (or even a particular color of bobby socks); certain groups of boys wore white bucks, and others black leather jackets. In Jerusalem some women keep their heads and arms covered, and some men wear black yarmulkes, reflecting membership in an orthodox Jewish community characterized by a particular set of religious observances. In Cairo some women dress wholly in black with heavy black veils covering their faces, reflecting membership in a Muslim community characterized by a particular set of religious observances. In rural Pennsylvania some women wear bonnets and plain-colored clothes without buttons, reflecting membership in an Amish community characterized by a particular set of religious observances.

¹⁰ A table of payoffs that can generate a conventional norm, exemplified by the norm of walking to the right or to the left when passing on a sidewalk, is as follows:

<table>
<thead>
<tr>
<th></th>
<th>Contribute</th>
<th>Not contribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A₂</td>
<td>A₂</td>
</tr>
<tr>
<td>Contribute</td>
<td>A₃</td>
<td>Not contribute</td>
</tr>
<tr>
<td>A₁</td>
<td>-3, -3</td>
<td>-8, 1, 1</td>
</tr>
<tr>
<td>Not contribute</td>
<td>8, -1, -1</td>
<td>4, 4, 5</td>
</tr>
</tbody>
</table>

¹¹ See The Adolescent Society (Coleman, 1961) for various examples among high-school students.
All these norms about dress are conventional norms, despite the doctrinal rationale for the direction that some of them take. But how is it that a member's action in conformity with the particular norm creates a positive externality for other members of the group? For persons who have come to constitute a group and want to differentiate themselves from others, common dress constitutes a very efficient means of doing so. Each member's obeying the norm strengthens the expression of group solidarity and the differentiation from others. Observance of rules about dress is similar to observance of dietary norms, rules of etiquette, and other differentiating characteristics (see Goode, 1960; 1978). Observance by fellow members aids and supports each member, and failure to observe constitutes a threat to the solidarity of the group. This is an instance in which a derivation from theory can aid research. Measurement of the strength of dress codes and their degree of observance in a particular subgroup can show the strength of interest of the members in subgroup membership.

Dress codes illustrate a form of conventional norm for which externalities do not exist prior to and independent of the norm. They contrast with conventions such as driving on the right, for which negative externalities exist in the absence of the norm and the norm provides benefits by reducing them. Dress codes exist where the strength of members' interest in group membership is sufficiently great that an opportunity for positive externalities exists. The dress code makes possible those positive externalities by prescribing dress that will declare one's group identity to other members and to nonmembers.

Status Groups, Norms of Etiquette, and Standards of Speech

Norms of etiquette, such as those studied by Elias (1982) and mentioned earlier in this chapter, are somewhat different from norms about dress maintained by a group such as a religious group. As Elias showed, elementary norms of etiquette are essential norms, constraining the target actor's behavior so that it is attentive to the interests of those interacting with that actor. At the same time, however, norms of etiquette create a status group composed of those who conform to them. Because their actions attend to the interests of others in the vicinity, they can make a claim to be "better" than those who do not observe the norms. Action in conformity with a norm of etiquette creates a positive externality for members of the status group, who hold the norm, by differentiating them from those who do not hold it—just as in the case of religiously prescribed dress codes. Since membership in the status group is defined by conformity to the norm, however, anyone who acts in conformity with the norm can enter the group. The norm will not give a positive externality for members of the group unless conformity to the norm is sufficiently difficult that outsiders cannot easily enter the group.

Thus the norm, which at the outset only constrains actions having negative externalities, has the potential to induce actions that bring positive externalities by creating a status group of those who hold the norm. That potential is realized, however, only if the norm is elaborated in such a way to make entry into the status group difficult. If a set of actors is capable of establishing a norm of etiquette to meet the demand for reducing negative externalities in interaction, then this set of actors, comprising a status group, is also capable of elaborating the norm to maintain the distinctiveness of that group. (The question of whether the set of actors will be able to establish a norm of etiquette is, of course, an open one, which cannot be answered merely by specifying that persons have common interests in eliminating negative externalities or encouraging positive ones. I will examine that question in Chapter 11.)

It is not only norms of etiquette that can be generated and used by status groups as described above. Standards of speech, elaborate norms of dress, or norms of fashion are used in the same way. A social system may contain a hierarchy of status groups, in which members of a group that is neither at the top nor at the bottom attempt both to conform to the norms of the next higher group and to maintain the norms of their group in order to keep out those below.

What I have outlined in this section indicates that sets of persons develop norms not only to serve as protective devices against actions that impose negative externalities, but also to perform positive services. This is more conjectural than much of the theory in this book and clearly requires empirical study, in order to test the theory and elaborate its details.

12. Dietary restrictions may be more than conventional. Some have arisen for reasons of health or reasons of scarcity. For an examination of the use of rules of etiquette in differentiating one group from another, see Elias, 1982.
Social Relationships in Support of Sanctions

In the absence of an externally imposed solution to the public-good problem, some kind of combined action is necessary if a social optimum is to be attained. The combined action can be the mutual transfer of rights that constitutes establishment of a norm; but for the norm to be effective there must also be an effective sanction to enforce it, if any of the actors should give indications that he will not contribute. This in turn depends on the existence of a social relationship between two actors affected by the actions of a third. Fig 11.1 shows two cases: In part a actor $A_1$'s action has an effect on $A_2$ and $A_3$ (as shown by the arrows), who have no social relationship with one another. Their social relations are with other actors, $A_4$ and $A_5$. In part b there are the same effects of $A_1$'s actions, but actors $A_2$ and $A_3$ have a social relationship (the content of which I will discuss shortly).

In the case depicted in Figure 11.1(a), any sanction by $A_2$ or $A_3$ to direct $A_1$'s action so that it is not inimical to their interests must be applied by either independently. As is shown for the three-actor common project in Table 10.2, neither can do so: A threat to $A_1$ by $A_2$ not to contribute if $A_1$ fails to contribute hurts $A_1$ by only $\$4$, and $A_1$'s not contributing gains him $\$5$. In contrast, as shown in Figure 11.1(b), a social relationship between $A_2$ and $A_3$ may make it

---

**Figure 11.1** Structures of relations among actors that have differing potentials for the emergence of a norm.
possible to impose a sanction on \( A_1 \) through some form of joint action that neither \( A_2 \) nor \( A_3 \) could impose alone. Similarly, if there exists some social relationship between \( A_1 \) and \( A_2 \), it may be possible to impose a sanction on \( A_3 \), and similarly with a relationship between \( A_1 \) and \( A_3 \).

But two related questions arise: First, what kind of sanction might be applied which could not be applied by either of the actors separately? Second, what is meant by the unanalyzed term "social relationship"?

There are two aspects of a social relationship that can lead to an effective sanction. One is simply communication that allows the possibility of joint action. If \( A_2 \) and \( A_3 \) pool their contributions, they together offer a sanction that is effective toward \( A_1 \); their combined contribution makes a difference of $8 to \( A_1 \), and his own failure to contribute benefits him by only $5. Thus a joint threat by \( A_2 \) and \( A_3 \) to not contribute is sufficient to bring about a contribution from \( A_1 \).

Second, the social relationship between \( A_2 \) and \( A_3 \) can contain some other possibilities, some interests and control which give one or both actors leverage over the other. These are the obligations and expectations examined in Chapter 8 as components of a certain kind of system of trust. Because social relationships consist of obligations and expectations, held either asymmetrically or symmetrically, and because each actor continues to control some events in which the other is interested, there exists inherently in each social relationship leverage which can be used for the purpose of developing sanctions. If, in the case depicted in Figure 11.1(b), \( A_2 \) has obligations toward \( A_3 \), then \( A_2 \) may pay off a portion of those obligations by sanctioning \( A_1 \). But he can do this only if he can threaten \( A_2 \) with some event that could make a difference of $3 or more to \( A_1 \). \( A_2 \)'s own contribution makes a difference of only $4, which is not enough. \( A_2 \) must have some obligation toward \( A_1 \) that he can threaten not to honor, if his sanction is to be effective. Even a threat which costs him more than he benefits from \( A_1 \)'s contribution may be viable, because of the compensation he receives from \( A_3 \). Or if \( A_2 \) has control of some event in which \( A_3 \) is interested (which may be nothing more than \( A_2 \)'s approval), \( A_2 \) and \( A_3 \) can carry out an implicit exchange, in which \( A_2 \) incurs the cost of sanctioning \( A_1 \) in return for control of the event currently controlled by \( A_2 \).

This use of social relationships to facilitate the employment of sanctions constitutes a solution to a general problem, to which I now turn.

The Second-Order Public-Good Problem for Norms

The sanctioning problem has been called the second-order public-good problem or the second-order free-rider problem. The problem can be conceptualized by considering one of Aesop's fables, known as "The Mice in Council." The council meeting was called to discuss a problem faced by the mouse society, that of how to control the cat who was slowly decimating the population. In the terms used in this book, the cat's action was imposing severe externalities on the mice and constituted, in effect, a public bad, creating constant danger for each mouse. This is the first-order public-good (or in this case public-bad) problem.

The second-order public-good problem is indicated in the statement of the wise old mouse who finally rose in the council, after a proposed solution (that a bell be put around the cat's neck to warn of its approach) had been roundly applauded. He suggested that the council consider how the bell was to be fastened about the cat's neck and who would undertake the task. The second-order public-good problem lies in the fact that, just as the cat's action imposes externalities on all, an effective sanctioning of the cat's actions also has externalities (positive in this case) for all those experiencing the benefits of the sanction; yet the benefits to the mouse who would undertake to bell the cat would not be sufficient to overcome the costs.

For the case of the three-actor project shown in Table 10.2, the first-order public-good problem lies in the fact that each will benefit only from the contribution of others; and the second-order public-good problem is that if \( A_1 \) does not contribute, then the sanctioning of \( A_1 \) is a public good for \( A_2 \) and \( A_3 \), but neither receives sufficient benefits from his own sanctioning action to compensate the costs of sanctioning \( A_1 \). The problem may not appear to be a serious one for the three-actor common project. The second-order public-good problem for sanctioning one actor's failure to contribute to a three-actor common project is reduced to a two-actor joint project. This may be solved whenever there is the possibility of exchange between the two actors who experience externalities from the third. One can compensate the other for the net costs of applying the sanction (in this case, for instance, the costs to \( A_2 \) of sanctioning \( A_1 \), less the benefits that \( A_2 \) will derive directly from the effects of the sanction). More generally, the second-order public-good problem of sanctioning always involves one actor less than the first-order public-good problem.

The sanctioning problem for the case in Table 10.2 is shown in Table 11.1, where it is assumed that \( A_1 \) proposes not to contribute and that \( A_2 \) and \( A_3 \) have contributed. Since \( A_1 \) gains $5 by not contributing (the difference between $3
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and $8), it will cost $2 or $3 (or both together) whatever is equivalent to $5 for $1. Making up the $3 for $1 is not possible for either $2 or $3 to do within the framework of the common project, since either alone can only make a difference of $4 to $1 by contributing or not contributing. It is further assumed for Table 11.1 that $2 and $3 each have a relation to $1 that makes it possible to hurt $1's interests by $5 and that the cost of such a sanction is equivalent to $5 to either $2 or $3.

These assumptions make it possible to specify for $2 and $3 a set of payoffs for the second-order public-good problem posed by the question of how to sanction $1. If neither $2 nor $3 sanctions, they lose $1 each (from Table 10.2). If only $2 sanctions, it costs him $5 to induce $1 to contribute (again, the difference between $8 and $3). In that case $2 gains $4 (the difference between $8 and $3) and ends up with $3. Similarly, if only $3 sanctions, it costs him $5, and $2 gains $4. If both sanction, it costs each $2.50 and each gains $4, leaving each with a net of $1.50 after subtracting the cost of the sanction and thus with $0.50 for the total project.

There are four points of importance to note about this sanctioning problem. First, the structure of payoffs illustrates the fact that the necessity to employ a sanction is costly to the sanctioners. Each though the right to control $1's action is held by $2 and $3, enforcement of that right is costly. The fact that enforcement is possible, at a cost to $2 and $3 less than the benefit they can gain from the effects of the sanction in bringing $1 into line, makes the threat of sanction credible, and the norm viable.

Second, the sanctioning problem involves, as stated earlier, one actor fewer than the original public-good problem. When the original problem involves three actors, the sanctioning problem involves two and can ordinarily be resolved by exchange. With large numbers of actors, of course, the benefit of this size reduction is small.

Third, the sanctioning problem involves a smaller cost to the actors involved than does the original problem. This can be seen in two ways. The difference between the social optimum of a payoff of $0.50 each and the outcome of $-1 that results from each taking his individually optimal action is only $1.50; this difference is $3 for the original problem. Also, from $2's perspective, if $2 sanctions, the difference that $2's sanction makes for him is only $2.50, compared to $4 in the original problem. Thus the sanctioning problem is less costly than the original problem.

Fourth, if the second-order sanction is a positive one, rewarding the sanctioner, then even though it is less costly than the first-order sanction, it must be

provided whenever the right action (sanctioning the initial offender) is taken; a negative sanction must be applied only when the wrong action is taken. If there develops a norm that one must sanction the violator of the initial norm, then the negative second-order sanction for not applying the first-order sanction must be applied only when the sanctioning norm is violated. This cost reduction to norm beneficiaries may give them an interest in establishing a sanctioning norm.

It is now possible to state the second condition for emergence of an effective norm, the condition under which the demand for an effective norm will be satisfied. Stated simply, this condition is that under which the second-order free-rider problem will be overcome by rational holders of a norm. To put it differently, the condition is that under which beneficiaries of a norm, acting rationally, either will be able to share appropriately the costs of sanctioning the target actors or will be able to generate second-order sanctions among the set of beneficiaries that are sufficient to induce effective sanctions of the target actors by one or more of the beneficiaries. This condition depends on the existence of social relationships among the beneficiaries.

Free Riding and Zeal

The theory developed in this and preceding chapters can be used to solve an empirical puzzle. It is first necessary to restate the free-rider problem: When a number of self-interested persons are interested in the same outcome, which can only be brought about by effort that is more costly than the benefits it would provide to any of them, then, in the absence of explicit organization, there will be a failure to bring about that outcome, even though an appropriate allocation of effort would bring it about at a cost to each which is less than the benefits each would experience.

The puzzle lies in the fact that there are many empirical situations in which just the opposite of free-rider activity seems to occur, even though the circumstances are those in which free riders would be predicted to abound. That is, there is an outcome in which a number of persons are interested, which requires effort whose costs are not fully compensated by the benefits the outcome will bring to any of the persons. Yet in some such situations what is found is the opposite of free riding, that is, an excess of zeal. In the fever of patriotic zeal during wartime, men will volunteer for military service; in the military they will volunteer for front-line duty; and at the front line they will volunteer for dangerous missions. Even among those who are opposed to violence, there are some who will volunteer for front-line duty in providing medical aid to the wounded. In all of these cases the costs that are borne are extreme, including a greatly increased probability of being killed.

Similarly extreme costs are borne by persons in small groups who engage in militant or even terrorist acts on behalf of what they regard as a public good.

2. That the cost of the sanction to $2 or $3 and its benefit to $1 are equal implies interpersonal comparison of utility, which I have fixed here by fiat by specifying homogeneity among the actors. More generally, however, if $2 is more powerful than $1, he may have available the means to sanction (that is, control over another event), something worth little to him and much to $1, making it possible to sanction $1 with little cost. These differences are discussed in subsequent sections.

3. An earlier version of this section appeared in Sociological Theory (Coleman, 1986a).
Examples include the IRA hunger strikers in Northern Ireland, some of whom fasted until death; Mohandas Gandhi and his followers in India, who endured extreme hardship for a cause; the Red Guards in Italy, who engaged in terrorism designed to bring down the system; activists in the PLO in the Middle East; and leaders and activists in the Solidarity movement in Poland. In all these cases a number of persons experienced extreme costs to bring about a result from which they personally could hardly expect to benefit sufficiently to justify those costs.

Another area where free-rider behavior might be expected but zealous activity is often found instead is in team sports. Since the benefits of winning are experienced by all team members, one would expect, by free-rider logic, to find little or no activity by team members. Yet both in practice and in games, team members often work harder than do participants in individual sports (such as track and field events). Even if one accepts the caveat that is often introduced in predictions about free-rider activity—that it does not occur in small groups—this does not explain the higher levels of effort in team sports. It would predict equal levels of effort. What seems instead to occur in team sports is some free-rider activity, that is, some greater amount of loafing than occurs in individual sports, but also zealous activity at a greater level than occurs in individual sports. The overall average level of effort is probably higher in team sports than in individual sports.

Rationality of Free Riding and of Zeal

How can the two phenomena, free riding and zeal, coexist? How can similar situations produce free riding and zeal?

The rationality of free riding is straightforward: If a number of persons' interests are satisfied by the same outcome, and if the benefits that each experiences from his own actions that contribute to the outcome are less than the costs of those actions, he will not contribute if he is rational. If others contribute, he will experience the benefits of the outcome without incurring costs. If others do not contribute, his costs will outweigh his benefits. Yet in much the same situation another rationality leads to zealous activity. If a number of persons' interests are satisfied by the same outcome, then each has an incentive to reward the others for working toward that outcome. Each may in fact find it in his interest to establish a norm toward working for that outcome, with negative sanctions for shirking and positive sanctions for working toward the common goal. If the norm and sanctions do become established, then each person has two sources of satisfaction when he works for the outcome: the objective achievement of his interests through the contribution of his actions toward the outcome, and the rewards provided by the others for helping to achieve that outcome. Thus one's efforts directly help to satisfy one's interests (even if not enough to outweigh the costs of those efforts), and they also bring benefits from others for helping to satisfy their interests. The combination of these two benefits can be greater than the costs of the effort one expends.

The Realization of Effective Norms

The rationality of free riding and the rationality of zeal arise under the same structure of interests. This is not the structure of interests that characterizes most situations, where the interests of different persons are complementary and are realized through some kind of social exchange. Nor is it a structure in which interests are opposed, so one person's interests are realized at the expense of another's. Rather, it is a structure of common interests; that is, the interests of all (or at least all in the vicinity) are realized by the same outcome (winning a war or a game, or achieving a political or community goal). It is in these sorts of situations that both free riding and zeal can be found.

How can these two rationalities be made consistent in a way that will allow prediction as to when one or the other will prevail? To answer this requires looking at the similarities and the differences between the rationality of free riding and the rationality of zeal. The rationality of zeal has the same incentive that leads to free riding, but with a second incentive superimposed on the first.

The second incentive, however, becomes effective only through an intervening action: encouragement of others, or positive sanctions, which may overcome the deficiency of the first incentive. It is this intervening action that makes the difference between the deficient incentive leading to free riding and the excess incentive leading to zeal. Thus the condition under which free riding occurs and the condition under which zeal is exhibited are delineated by the absence or presence of this intervening activity.

What are the conditions under which the intervening activity is present? When this intervening activity, which I have described as encouragement of others, is examined more closely, it can be seen to be one of a general class of activities that are described as sanctions in enforcement of a norm. (There can be, as I will indicate later, encouragement of others' activity in the absence of a norm, but this can be effective only under special circumstances, which I will specify.) That is, the activity is a certain kind of sanction which encourages the action rather than discouraging it, and the norm is of a certain kind, one which prescribes a certain action rather than proscribing it. But to say that a norm arises under those two conditions is to beg half the question. The existence of externalities is a necessary condition for the existence of an effective norm, but not a sufficient one—if it were, free riding would not exist when actors have common interests.

The Closure of Networks and the Emergence of Zeal

An earlier section showed the importance of social structure in supporting employment of sanctions. It has also been suggested that it is social structure that can transform free ridership into zeal. How this occurs can be understood by examining differences among social networks, as shown in Figure 11.2. In part a of the figure actors A1, A2, and A3 are not part of the same network. Whatever social relations they have are not with each other. In parts b and c
actor \( A_1 \) is connected to actors \( A_2 \) and \( A_3 \). In part \( b \), actors \( A_2 \) and \( A_3 \) are not connected, but in part \( c \) they are.

Suppose some circumstance arises which fits the incentive structure for both free riding and zeal. That is, there is an activity in which the action of each actor benefits all three, although the benefits to each actor of his own action are insufficient to overcome the costs of that action. The common project introduced in Table 10.2 and discussed in both Chapter 10 and this chapter illustrates such an activity.

In a social structure such as is shown in Figure 11.2(a), each actor has no possibility of influencing the contribution of either of the others. They have no relations, and thus they cannot provide the encouragement or impose the sanctions that will induce the others to contribute. It would be irrational for any of the three to contribute.

In a social structure such as is shown in Figure 11.2(b), matters are more problematic. If \( A_1 \) proposes not to contribute, but to free ride on the contributions of \( A_2 \) and \( A_3 \), then \( A_2 \) would like to induce him to contribute; and in part \( b \), unlike part \( a \), \( A_2 \) (and \( A_3 \) as well) is in a social-structural position that facilitates this. As shown earlier in connection with Figure 11.1, however, in some circumstances, \( A_2 \) cannot do so if he must compensate \( A_1 \) in some common medium of exchange in order to encourage him to contribute. There are, of course, public goods for which inducement by \( A_2 \) would be sufficient to lead \( A_1 \) to contribute while still providing a net benefit to \( A_2 \). (For example, suppose the three-actor common project: \( A_1 \)'s contribution of \$9 brought a benefit of \$6 to each. Then \( A_2 \) could induce \( A_1 \) to contribute by offering him any amount more than \$3 and would benefit if he offered \( A_1 \) any amount less than \$6.) It may also be true that \( A_2 \) can compensate \( A_1 \) with something worth little to him but worth a lot to \( A_3 \). \( A_2 \) could offer this to \( A_1 \) with a net surplus for both parties. For example, if \( A_2 \) is highly respected by \( A_1 \), then \( A_1 \)'s gratitude to \( A_2 \) for contributing may fulfill this condition.

In the social structure shown in Figure 11.2(c), there is an additional possibility. If a sanctioning of \( A_1 \) would cost \( A_2 \) (or \( A_3 \)) more than he would benefit from it, then with this structure the second-order sanctioning problem could be overcome, as described in the discussion concerning Figure 11.1.

**Is There an Excess of Zeal?**

The above discussion simply restates the earlier result that closure of social networks can overcome free-rider activity through the creation of norms and sanctioning systems. The discussion does not indicate, however, how the contributions (of money or effort or time) can be greater than would occur if the three actors were each engaged in producing a private good. In the common project the norm brought the contributions back to what they would have been if the return had been purely private goods; that is, if each had received \$2 for his \$9 investment but none from the others' investments. In principle, the existence of a norm with sanctions does what formal organization does in the presence of externalities: It internalizes the externalities.

Social networks, and the norms they facilitate, do more than this, however. Under certain circumstances they generate the excessively zealous activity which indicates not a deficiency of incentives to contribute, but an excess. What leads members of an interconnected group to engage in the opposite of free riding?

Earlier I indicated that if \( A_2 \) held something that was worth little to him and much to \( A_1 \), he could induce \( A_1 \)'s contribution without loss, even in the social structure of Figure 11.2(b). And in the social structure of Figure 11.2(c), there is the additional possibility of gains from \( A_3 \)'s holding something of greater value to \( A_2 \) than to himself, which he could use in place of money for the second-order sanctioning of \( A_2 \). The relationships of which social structures are composed contain such possibilities in abundance. An expression of encouragement or gratitude for another's action may cost the actor very little but provide a great reward for the other. The shouts of encouragement to an athlete from his teammates may cost them little but provide him with rewards that lead him to work even harder. Or a girl's smiling at the athlete may cost her little but impel him to new heights of determined effort.

When there are such differentials, the social structure does more than merely internalize externalities. The social system has within it a potential, analogous to the potential in an electrical system. That is, when one actor carries out an action, thus experiencing costs, and others receive the benefits, the return that the actor experiences is not merely those benefits transmitted back to him through the social structure but those benefits amplified by this potential that exists in the structure. Thus when an actor's activity levels off at the point where marginal cost equals marginal return, that point is at a higher level because of the amplified returns he has received, which were in turn produced by the potential that exists in the structure. The potential lies in the difference between the cost to the sanctioner, in each of the relations that transmits rewards back to an actor, and the benefits the sanctioner gains through the increased activity of the actor who is being (positively) sanctioned.

4. This amplification, although it has hardly been studied by social scientists, appears to offer promise for understanding several social-psychological phenomena, such as the intensity of pleasure in new relationships as compared to old ones.
The Impact of Social Structure

The networks shown in Figure 11.2 exhibit two components of a social structure that are important for the existence of norms which can transform a deficiency of incentive into an excess of incentive. The first of these two components is the existence of social relations between an actor and those for whom he generates externalities. Even if those others are disconnected members of an audience witnessing his actions, their connection to him may mean that they can provide rewards, at a cost to themselves that is below their benefit from his actions, that spur him on to greater efforts. It is for this reason that a performing athlete, musician, or actor may experience far greater motivation than will a book author, who cannot see the reactions of his audience.

The second component of a social structure that is important for the existence of norms is exhibited by the difference between parts b and c of Figure 11.2. This is the closure of the network, the existence of relations between those who experience externalities from another’s action. From the example of the common project in conjunction with Figure 11.1, it is clear how these relations can make a difference between a system in which there is a deficient incentive to act and thus a suboptimal level of activity, and a system in which there is an excess incentive to act and thus a manifestation of zeal. More generally, closure of the network gives increased potential for amplifying returns to the actor. Thus a system in which others have connections to the actor may exhibit a strong potential that induces higher levels of activity, but a system that in addition has high closure has an extra potential, due to the benefits that each of those who experience externalities of the actor’s action receive from one another. There is an amplification that occurs even before the rewards get back to the actor himself.

Heroic versus Incremental Sanctioning

Examination of the ways in which norms are characteristically enforced makes it clear that a common mode of sanctioning can be characterized as incremental sanctioning. This is exemplified in unions by “putting in Coventry” scabs and others who seriously violate union norms; that is, other members refuse to speak to the transgressor (Lipset, Trow, and Coleman, 1956). It is also exemplified by the development of a “reputation,” which is followed by avoidance or snubbing. In incremental sanctioning the cost incurred by each sanction is small, and the effect of each sanctioning is small as well, but the effects are additive, giving a large total effect.

Aesop’s fable “The Mice in Council,” however, is a reminder that it is not always possible to sanction incrementally. To bell the cat was not an activity that could be engaged in by additive increments. It required what I will call a heroic sanction, that is, a sanction whose total effect occurs through a single actor’s action. In the examples of norms and sanctions given earlier in this chapter, the sanctions were imposed by single individuals.

In this section I will use the three-actor common project to examine the different structures of action when sanctions are heroic and when they are incremental, carried out by all the actors in the collectivity other than the one being sanctioned.

Table 11.1 is based on the assumption that a sanction is all or nothing: The sanctioner (assuming only one) must pay the full costs of inducing $A_1$ to contribute, that is, something worth $S$ to $A_1$ (which in this homogeneous case is assumed to cost $A_2$ or $A_3$ the equivalent of $S$). If the sanctioner is $A_2$, he benefits by $S$ from $A_1$’s contribution, but his cost of $S$ creates a net loss of $S$. This is a heroic sanction, because $A_2$ brings about the total effect by his action alone. Unless it is possible to divide the costs with $A_3$, by both simultaneously sanctioning (see upper-left cell of Table 11.1), he loses $S$ by sanctioning. This $S$ loss may be made up by $A_3$ as a reward to $A_2$, from the $S$ gain $A_3$ has gained from $A_3$’s sanctioning. Thus, when only a heroic sanction is possible, a sequence of two steps is necessary if the heroic sanctioner is to end up with a net benefit from his sanctioning. First $A_2$ must sanction $A_1$, and then $A_3$ must give a reward to $A_2$ to compensate for the loss incurred.

If, however, sanctions can be additive in their effects, as empirical evidence suggests they are in many cases, $A_3$ can bring about a contribution of half of the $S$ from $A_3$ through a sanctioning action costing $A_3$ $S/2$ and bringing a benefit of $S$ to $A_2$ and to $A_3$. The net cost to $A_3$ is only $S/2$. This payoff structure is shown in Table 11.2. There is a prisoner’s dilemma structure here, but one with extensive possibilities for mutually beneficial arrangements, due to the disparity between the sanctioner’s net loss (only $S/2$) and the other’s gain ($S$) from the sanctioning.

This example, however, does not show the differences between heroic and incremental sanctions in a structure of action as clearly as does a case with a
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larger number of actors. Consider the same common project but with six participants, rather than three. Each contributes nothing or $9, and $1 is earned for every $3 contributed; the total product is divided equally among the six. The net gain for each contributor and noncontributor for each configuration of contributions is shown in Table 11.3. The net loss incurred by contributing is no longer $5, but $7. (For example, if five are contributing, the noncontributor’s gain is $10. If he contributes, there are six contributing, and he ends up with $3, making him $7 worse off.) The net gain experienced by the others from one actor’s sanctioning of a noncontributor is no longer $4, but only $2. (For example, if the sixth actor does contribute, the others’ net gain goes from $1 to $3.)

If sanctioning cannot be incremental, the heroic sanctioner in this six-actor project must incur a cost of $7 to achieve a benefit of only $2. He has a net loss of $5, whereas the heroic sanctioner in the three-actor project has a net loss of $1. Furthermore, this net loss of $5 cannot be made up by another who benefited without that other’s experiencing a net loss, because each actor’s benefit from the heroic action is only $2. Even two others could not provide sufficient rewards to the heroic sanctioner to make his public action other than foolhardy; if they rewarded him with their gains, he would still have a net loss of $1. It would take three others, that is, all but one of the four who gained by the heroic sanction, to make up for the heroic sanctioner’s net loss.

If the sanctions can be incremental, the degree of exposure of the sanctioner is much less. $2 as sanctioner, for example, incurs a cost of $7/5, or $1.40, and gains from his sanctioning alone $0.40 from the incremental contribution made by A1, the actor sanctioned (although $2 gains $2 altogether if others sanction as well). Thus each actor experiences a net loss of $1 by sanctioning. It is again possible for this to be made up by a sequence of rewards from others, of $0.40 each, which would require participation by at least three of the other four. Alternatively, incremental sanctions from the others can make up A2’s loss, each incremental sanction reducing the loss by $0.40. If all sanction incrementally, A2 gains $0.60. Thus if incremental sanctions are to pay the sanctioner, some prior collective decision that all (or at least many) will sanction is required (as in the consensus Merry, 1984, p. 279, describes as the second phase of gossip).

For example, suppose all members of a club are expected to clean up after meetings, but one member consistently fails to help. If one person expresses disapproval, this might induce a small effort on the offender’s part, but would also have a negative effect on the relationship between these two, an effect that might be more important to the potential sanctioner than the benefits from the offender’s efforts. But if all concurred in expressing disapproval, inducing the offender to make his full contribution, the benefits to each would outweigh the costs of each one’s worsened relation with the offender.5

Returning to the six-actor common project, suppose there is not a binding collective decision, and all but one have sanctioned. Then the sanctions can go one stage deeper. Suppose that A1 is the noncontributor and A2 is the nonparticipant in incremental sanctioning. Each of the others has provided an incremental sanction, and A1 has made four-fifths of his total contribution. A2, who is $1 better off by not sanctioning, can be induced to sanction either by a heroic second-order sanction of $1, which works out to a net cost of $0.60 to the second-order sanctioner, or by incremental sanctions of $0.25, which work out to a net cost of $0.15 for each of the sanctioners.

The overall difference between the heroic sanction and the incremental sanctions lies in the magnitude of the costs incurred by the sanctioners at every stage. At the first stage in the six-actor project, A2, the heroic sanctioner, must incur a net cost of $5, a loss five times that incurred by each incremental sanctioner. At the second stage, for A1 to reward the heroic sanctioner alone imposes a net cost of $3 on A3. If sanctioning is incremental, the free-rider problem remains, but at a greatly reduced magnitude. The net cost to each sanctioner is $1, rather than $5. If the second-stage sanction (the reward to the incremental sanctioner) is heroic, the second-stage heroic sanctioner incurs a net cost of only $0.60, rather than $3. If the second-stage sanction is incremental, the net cost to each of the four sanctioners is only $0.15.

What this means in practice is that in many circumstances in which heroic sanctions are beyond the resources of any sanctioner, the resources for incremental sanctioning are readily available. These resources may, as indicated earlier in this chapter, be other events which are controlled by each of the potential sanctioners. The values specified above indicate only the costs that sanctioning will impose on the sanctioner, if the cost to the sanctioner is the same as its cost to the person being sanctioned (as in the case of a parent who tells a child that a punishment “hurts me as much as it hurts you”). When the sanctions have the small cost that incremental sanctions come to have in a group of any size, a positive sanction may consist of nothing more than a “credit slip”

5. Empirically the costs might also be reduced, since disapproval from all might lead the offender to accept the collective verdict and not to respond unpleasantly to the members expressing disapproval. In the example of Table 11.3, however, the net gain from incremental sanctioning by all does not depend on such reduced costs.
in the form of gratitude for what the other has done, or a negative sanction may consist of nothing more than a withdrawal of credit in the form of displeasure ("Just wait till you ask me to do something for you!").

Other possibilities exist with incremental sanctioning. If there is some heterogeneity among the potential sanctioners, then, as Chapter 30 shows, the free-rider problem may be overcome at some stage and in any case will constitute less of an obstacle. The complex possibilities that exist can only be alluded to here. In Chapter 30 they are examined in some detail, with the aid of a formal model which facilitates inclusion of the full set of resources available to each actor, not merely those in the common project itself.

I must point out that here the term "heroic" refers to a single sanctioning by one sanctionor sufficient to bring about a noncontributor's contribution. If the set of five contributors (or a large enough subset) can act as a single actor, a single sanction from that set can be sufficient to bring about the contribution and yet bring a net benefit to each. Many communities hold meetings once a week or at some regular interval, at which the whole membership gathers to give self-criticism or hear criticism by others. This phenomenon suggests that, in such settings, this method of sanctioning is easier to organize than either heroic sanctioning or sanctioning by independent increments.

How Are Sanctions Applied in Society?

The preceding analysis indicated the logical character of the sanctioning problem. The theory construction can be aided by examining some ways that sanctioning is commonly done. This review is not exhaustive, but it is only a means of discovering some ways that the second-order public-good problem of sanctioning is solved.

It is useful to begin with some of the examples introduced at the beginning of Chapter 10. In the example involving the dropping of a candy wrapper on a Berlin sidewalk, the sanction was imposed by one woman, without apparent social support. In the example involving the hoarding of tea bags, the sanction was again applied by a single person, another tea drinker in the same organization. Did neither of these sanctioners need any additional support? Was the sanction so near to being costless that it could easily be applied, despite the fact that the direct benefits the sanctionor might experience were uncertain and weak at best, and despite the unpleasantness that might ensue when the disapproval was voiced?

The question cannot of course be answered for these cases in the absence of evidence, but two observations may be made. First, in both cases the sanctioner may paradoxically have depended on some implicit support from the person being sanctioned, that is, the sanctionor may have felt that the person accepted the normative definition of what action is right and recognized that the action carried out was wrong. Second, the sanctionor in either case may have been able to bring up the event in subsequent discussion with others who shared the same opinion or feeling about the event and would provide encouraging comments in support of the disciplining that the sanctionor carried out. If so, this introduces a third actor, comparable to \( A_3 \) in Figure 11.2(c), with whom the sanctionor has a relation and in whose approval the sanctionor has some interest. Thus, when it appears that sanctioning is carried out heroically, by a single person without social support, there may in fact be support from other actors as to whom the target actor's actions would impose externalities. It is also true that such support for the sanctioning is less costly than the sanctioning itself, and thus has no potential for bringing about unpleasantness, which the original sanctioning might produce for the sanctionor.

This is a general result: Where sanctions are applied in support of a prescriptive norm and are consequently negative sanctions, the second-order public-good problem of providing positive sanctions for the sanctionor is more easily overcome, because positive sanctions incur lower costs than do negative ones.

Another observation concerning these two examples is that whether the sanctionor depended on implicit support from the target actor or on subsequent approval from a third actor, there was an assumption concerning what is right. That is, both mechanisms on which the sanctionor may have depended for support are based on a norm defining what is the right action or (as in these cases) what is the wrong action. The norm, prescribing what is right or prescribing what is wrong, gives a sanctionor some presumption that his action will elicit approval from those who hold the norm. He has a presumptive right to impose the sanction. Thus the existence of a norm provides for a potential sanctionor some expectation of receiving approval from the holders of the norm. However, this expectation is highly contingent on the social relations between the potential sanctionor and other holders of the norm, because establishment of the norm and vesting of the right to sanction can be achieved only by some form of collective decision, implicit or explicit. One difference between the older woman in Berlin and the older woman in New York City may have been that the former spent evenings with others like herself, with whom she could discuss the shortcomings of the younger generation's child-rearing practices and arrive at consensus about what is right, and the latter spent evenings in an apartment alone.

Another example from Chapter 10 involves a different kind of sanctioning than that found in the two examples discussed above. In the case of the poor family among the Sakrakatsan nomads in Greece, gossip appears to have played an important part in generating sanctions. Merry (1984), in a review of studies of the role of gossip in social control, suggests that there are three distinct phases.

The first is the circulation of information about an event or action. The second is the formation of some consensus about the moral meaning of that event; how it is to be interpreted, and which rules are to be applied... The
third phase is the implementation of the consensus, the transformation of shared opinions into some form of action. This action can range from individual acts of snubbing to collective decisions to expel. (p.279)

Gossip appears to be an important element in the enforcement of norms in many contexts. Why should this be so? It appears that gossip is a means of generating sanctions that could not be applied by individuals in the absence of or before the gossip. If there are three phases of gossip, as Merry suggests, the first two phases appear to be motivated by the potential aid that a consensus provides for the application of a sanction. The consensus either establishes a norm (that is, a definition of what is right or what is wrong, and the assumption of rights to partially control the action) or establishes the application of an existing norm to the action in question.

Each person who has an interest in the maintenance of the norm and the application of sanctions to those who violate it comes thereby to have an interest in the spread of information that can lead to a consensus on legitimate sanctions. This means such a person will be interested in listening to gossip and interested in passing gossip. If the consensus leads to a collective decision to expel the offender, or to cut off communications with him, as occurs in some communes (see Zablocki, 1971), then the second-order public-good problem is overcome. If it does not, the consensus nevertheless provides the basis for support by members of the community of heroic sanctions applied by individuals. This overcomes the second-order problem by a second stage consisting of positive sanctions rewarding the heroic sanctioner. The consensus also increases the effectiveness of incremental sanctions which are sufficiently small that the cost they impose on each sanctioner is minimal—for these sanctions taken together may be very powerful. The combined effect of individual acts of snubbing can mean isolation of the individual, whereas one individual's snub would constitute an ineffective sanction.7

Gossip, then, constitutes a device which both aids in establishing a norm and overcomes the second-order public-good problem of sanctioning. It leads to sanctions that may have little cost for the beneficiary of the norm, the one who passes gossip or the one who receives it, and also brings him potential benefits. The benefits lie in the facilitation gossip provides, through the consensus it brings about, for sanctions that might not otherwise be possible. A typical comment that suggests this goes something like this: “Knowing that you feel the same way about what he did gives me the courage to speak to him about it.” When such consensus is amplified by many others who feel the same way, the “courage” it provides to each can be great.

But gossip depends on two conditions: First, similar externalities must be experienced by a number of actors, who thereby come to be beneficiaries of

7. Although internal sanctions are not introduced until a later section, it is useful to note here that if the target actor has internalized others' evaluations of him, the very knowledge that gossip is circulating about him can be a strong sanction.

the same norm. If they are all to find benefits in the spread of gossip and the consensus it helps bring about, they must share interests in prescribing or proscribing the action. Second, gossip depends on there being relatively frequent contact among the persons who are affected similarly by an actor's action (and thus are motivated to pass gossip). The benefit that any individual beneficiary can expect to gain from spreading or receiving gossip is relatively small. The costs of doing must be correspondingly small if persons are to be motivated to spread gossip. Ordinarily these costs are small only if the opportunity to pass gossip is a by-product of relations formed and maintained for other reasons.

This second condition does not involve merely the extent of social relations but the degree to which these relations are in fact formed as well. Comparison of parts b and c of Figure 11.2 shows that it is the closure of the structure which distinguishes the two. More precisely, what I mean by closure is the frequency of communication between two actors for whom another actor's action has externalities in the same direction.

Empirical studies of gossip confirm the importance of closure. Merry (1984), in a review of work in this area, gives the following generalization:

Gossip flow: most readily in highly connected, morally homogeneous social networks, and it is here that its impact is greatest. For gossip to occur, the two participants must know a third party in common. The more mutual friends they have, the more people they can discuss. Every individual is at the center of a network of people he or she knows. The extent to which the members of this network know another, independent of their relationship to ego, can be described as their “degree of connectedness.” Gossip flourishes in close-knit, highly connected social networks but atrophies in loose-knit, unconnected ones.

Moreover, only when the gossipers share moral views is the soil fertile for gossip. The person sharing a juicy tidbit expects the listener to join in condemning that behavior, not to approve it. If only minor differences in norms exist, gossip can forge consensus, but where fundamental ideas of proper behavior differ, gossip will be stunted. (p. 277)

It is evident that both sanctions that have a foundation in gossip and sanctions that do not are more likely to be applied in social structures which exhibit the property of closure than in those which do not. Empirical work shows this, and there are theoretical grounds for such a conclusion. Closure reduces the net costs of applying a sanction, because the consensus that occurs in structures having closure provides the legitimacy (that is, the right) for actors to apply sanctions. This ensures that there will be some compensation (in the form of approval) for the costs incurred in imposing a sanction.

It is clear, however, that gossip itself does not constitute a sanction. Even if gossip analytically has two elements, communication concerning an action and consensus concerning it (the first two phases specified by Merry), neither of these necessarily constitutes a sanction for the target actor. For some persons in
some societies, merely being aware of others talking "behind one's back" constitutes a powerful sanction; gossip can spread, however, without the person who is being gossiped about knowing of it. As indicated earlier, the consensus lowers the costs for any holder of the norm to apply a sanction, but does not ensure that the sanction will be applied.

One social characteristic possessed by a potential target actor is reported by anthropologists and sociologists as reducing the likelihood that sanctions will be imposed: especially high status or power in the social system which contains the norm holders (see, for example, Frankenberg, 1951, p. 156; Bailey, 1971, p. 283). This provides confirmation of the view that the act of sanctioning imposes costs on the sanctioner, since such costs can be expected to be especially high if the target of the sanctioning is someone with whom a continued relation is of special interest to the potential sanctioner. A clear example of this situation is exhibited in the story by Hans Christian Andersen about the emperor who had no clothes. Almost all the inhabitants of the kingdom were so subject to the king's authority that they were afraid to point out the absence of clothes. Only a child was free of such feelings of dependence and thus able to state the truth.

This implies that even a conjoint norm, for which the targets and the holders are the same actors, may be differentially applied because of the varying costs of sanctioning different actors. The consequence is that those actors with greater power in a social system are less constrained by norms than are those with less power. There are, in fact, institutionalized excuses and indulgences available to high-status persons who fail to obey norms. A high-status person may merely be said to be eccentric, whereas the same behavior would bring severe sanctions upon a lower-status person.

At the other extreme there is little cost to applying sanctions to persons whose status is considerably below one's own. Black (1976, p. 57) suggests that legal systems have often meted out harsher punishments to lower-status persons than to higher-status persons for the same violations. Garst (1973, pp. 162-164) gives various examples of this in the Roman Empire. If sanctioning of a lower-status person or a member of a small minority can be done without cost, it can be done irresponsibly, as in the case of scapegoating.

A Note on Compliance with Norms

In general, I will have little to say about compliance with norms, because, in this theory, compliance or noncompliance is merely the result of the application of the principle of maximizing utility under different constraints. There are, however, some empirical results concerning compliance that are closely related to the structural and positional factors discussed above. The points of relevant evidence are these:

1. Powerful persons in a community are not only less likely to be sanctioned, but also less likely to obey the norms than are those of lesser power (Bailey, 1971, p. 20; Starr, 1978, p. 59).

2. Those lowest on the social ladder, although not less likely to be gossiped about or to be negatively sanctioned by others, are less complaint with norms and sanctions than are those above them (Pitt-Rivers, 1971).

3. No matter what degree of closure exists among the holders of a norm, those targets of a norm who have contacts with others outside who are not norm holders, are less likely to be compliant with sanctions (Boit, 1971; Pitt-Rivers, 1971; Merry, 1981).

The first of these empirical results follows from the logic that inhibits those of lesser power in applying sanctions to those of greater power: The latter, recognizing this inhibition, can deviate from norms with less fear of being sanctioned than is true for those below them. Although their position means they have a great deal to lose, it also means they will be less likely to be called to task for deviant actions.

The second empirical result is consistent with the fact that negative sanctions related to social respect can have no effect on those who are at the bottom of the social ladder because they have nothing to lose. This relative disregard of negative sanctions among those without social position should be limited to certain kinds of sanctions, such as disapproval. For other kinds, such as physical punishment, the effectiveness should not be lower among those without social position.

The third empirical result, the imperviousness to norms among those with contacts outside the group of norm holders, is almost transparent. Those with greater mobility can escape sanctioning either physically (as did one young man in Merry's study [1984, p. 292] of an urban neighborhood who simply moved a few blocks away) or psychologically by reducing interest in the community in which sanctions are imposed, increasing them in areas of their lives that lie outside this community.

The third empirical result concerning compliance with norms has implications for the conditions under which norms emerge. Norms emerge as a result of purposive actions on the part of actors who experience externalities from others, potential beneficiaries of the norm. This means that even if there is sufficient closure in the social network of potential beneficiaries, there will be little incentive to bring a norm into being if the potential target actors have sufficient mobility to escape the effect of sanctions. This structural condition exists in some disorganized lower-class urban neighborhoods (as well as among highly mobile high-status persons).

Why Accept a Norm as Legitimate?

I turn now to a question which introduces more explicitly than before the different interests that arise on the part of different actors when there is some heterogeneity in their control and their interests: Why do persons accept the legitimacy of others' claim to a right to control their action when this acceptance constitutes an immediate disadvantage? It may be that not all such acceptance
can be accounted for by rational choice theory as currently constituted. For example, social psychologists such as Asch (1956) show that a person's very perceptions can be altered by others' reports of different perceptions of the same objects; and Sherif (1936) has shown that judgments may be easily altered by the frame of reference supplied by another. In at least some cases, however, acceptance can be explained by rational choice principles. Although a person may see acceptance of the right of each to partially control the actions of others as being to his immediate disadvantage, he may well see it as being to his long-term advantage. If the norm is a conjoint norm, the person may, on some occasions, be in the position of the person expressing this right, that is, in the position of a person affected by another's action of the same type. Acceptance of the legitimacy of others' rights to partially control his action is necessary to establish the norm that gives him a legitimate right to control others' similar actions. Rejection of that legitimacy constitutes a rejection of the norm, an action against the legitimacy of his right on those other occasions. For example, if residents of a dormitory attempt to establish a norm that one cannot use the public telephone for more than 10 minutes if others are waiting, then if one resident of the dormitory rejects the legitimacy of such control, he thereby rejects the norm and cannot claim the right to sanction others when they make long telephone calls. Thus with a conjoint norm a person may rationally accept others' claims to partially control his action, for he stands potentially in the position of sanctioner of others' actions. Acceptance of others' claims is necessary to establish the norm which aids him in controlling their actions which affect him.

It is clear, however, that even for conjoint norms such as that governing telephone calls in a dormitory, there are asymmetries. Some persons, who make many short calls, will often be in the position of sanctioner, and others, who make a few long calls, will often be in the position of target. Depending on a person's perception of how often he will be in these two positions, he may or may not find it to his long-term advantage to accept the norm regarding the length of calls.

Recognition of the fact that persons differ with respect to the relative frequency with which they will be in the position of sanctioner or target can give guidelines for prediction of who will accept a norm as legitimate and who will not. It is less likely to be in the interests of a person who often finds himself the target actor, being constrained by the norm, to accept it as legitimate. The norm is less likely to benefit him in the long run. For example, the claim in a community of a right by the members to constrain—through expressions of disapproval—the bathing suit styles worn at the community swimming pool will be more likely to be regarded as legitimate by the older and less attractive members of the community, who will seldom wear bathing suits that would be challenged, than by the young and beautiful ones, whose swimwear is more likely to be challenged.

It also follows from rationality that those who fail to observe a norm will be less likely to impose the norm on others—for if a person fails to observe the norm, imposing a sanction on others for not observing it increases the likelihood of being sanctioned oneself. If a girl wears a revealing bathing suit that violates the norm, she is less likely to disapprove of another girl's revealing suit than she would be if she herself wore a conventional suit. If a man is among a group of men, all of whom are wearing ties in a setting where wearing a tie is normatively prescribed, that man's reaction to a newcomer's wearing or not wearing a tie will depend on whether he himself is wearing one.

With a disjoint norm—for which those who are targets of the norm are not beneficiaries of it, such as children whose actions are sanctioned by adults or smokers whose actions are sanctioned by nonsmokers—giving up the right to control one's action must arise from considerations beyond the focal action itself. Giving up that right must be the result of a transaction that can take place because the beneficiaries of the norm (or some subset of them) are powerful; that is, they control some events of interest to the target actors, and they can exchange that control (including exchanges involving threats) to gain rights of control over the focal action.

With a norm that has been internalized, the situation is somewhat similar to that with a conjoint norm. If a person comes to identify with a socializing agent, that is, to see his interests as identical to those of the agent, then the claim by that agent of a right to control will be seen as legitimate, because it is a claim deriving from interests the person sees as his own.

Emergence of Norms about Voting

The act of voting poses a deep and serious problem to students of the rational calculus of behavior. If a voter is viewed as a rational actor who has an interest in the outcome of an election, but for whom the act of voting itself constitutes a small cost of time and effort, then the act of voting does not directly follow, even though his interest in the outcome may be very great. Straightforward considerations will lead the voter to recognize that if there are many others voting, his own vote is very unlikely to affect the outcome. The small cost in time and effort that voting will incur must outweigh the very minor chance that the act of voting will bring gain. As a consequence, a reflective voter must conclude, as he is going to the polling place, that whatever impels him there, it is not the impact of his vote on the outcome.

This sort of analysis has been carried out by many students of the rational calculus of voting. Downs (1957) discusses the problem; Riker and Ordeshook (1973) examine it at length, as do Porejohn and Fiorina (1974), Margolis (1982), and many others. The empirical fact to be explained is, of course, that although the above considerations seem reasonable, many persons do vote, even in elections involving great numbers of voters. Indeed, even a weaker prediction from rational considerations, to the effect that whatever the level of voting, it should certainly decline as the number of voters increases, does not seem to hold. This problem is so puzzling that it has been described as the paradox of voting (and
has received attention second only to that given Arrow’s or Condorcet’s paradox. The paradox in this case is not logical, but empirical: Why do so many persons vote when it is clearly irrational to do so?

The problem can be expressed more precisely in simple mathematical form. Suppose a person experiences a certain cost, \( c \), from the act of voting. And suppose he would experience a benefit, \( b \), from the election’s having the outcome he prefers. Suppose further that he expects that outcome to occur with probability \( p \) if he does not vote and with probability \( p + \Delta p \) if he does vote. Then he can calculate the expected return if he does participate and the expected return if he does not. His expected return if he participates is \( b(p + \Delta p) - c \). His expected return if he does not participate is \( bp \). If \( p \) is rational, in the usual meaning of the term, he will participate if and only if the first of these two expected returns is greater than the second, that is, if \( bp + \Delta p - c \) is greater than \( bp \). This reduces to \( \Delta p \) is greater than \( c \) or \( \Delta p \) is greater than \( c/b \). That is, he should participate only if the increment in the probability of his desired outcome, due to his vote, is greater than the ratio of the costs of voting to the benefits of the desired outcome.

It is obvious that whenever the number of voters is large, \( \Delta p \) is quite small, so an individual’s voting can be explained as rational only if the costs of voting to him \( (c) \) are nearly zero or the benefits \( (b) \) are enormous. A few political scientists would suggest that either condition is met for most voters, and thus the puzzle of apparently irrational voting remains.

Various authors have tried to “rationalize” voting in a variety of ways. One is to assume that the act of voting may not only incur some costs, but also bring some benefits. For example, if voting is highly approved by a person’s friends and not voting is disapproved of, the outcome of the election does not have to be of interest to the person in order for him to vote, nor does he believe that his vote will affect the outcome. In that case, if the psychic benefits he experiences from approval are \( b^* \) and the costs he experiences from disapproval are \( c^* \), his expected return from voting is \( b(p + \Delta p) - c + b^* \) and from not voting is \( bp - c^* \). This changes the inequality that must be satisfied if the person is to vote: \( b\Delta p + b^* + c^* \) must be greater than \( c \). This inequality may be fulfilled even if he believes his vote will have no effect on the outcome, that is, even if \( \Delta p \) is zero. All that is necessary is that the sum of the psychic benefits from approval for voting and the psychic costs from disapproval for not voting be greater than the direct costs of participation.

This explanation of voting has certain virtues. One is that it gives rise to differential predictions about whether persons will vote in different circumstances and can thus be empirically supported or disconfirmed. For example, one prediction would be that persons removed from the company of their friends or persons in the company of those who do not express approval for voting and disapproval for not voting will be much less likely to vote than others.

This explanation has certain unsatisfactory aspects as well. A principal one is that it provides no answer to the question of why others express approval for participation and disapproval for nonparticipation. Those others are presumably subject to the same rational considerations, which should lead them not to vote themselves, as well as not to apply sanctions to others for not voting. Thus the above explanation merely pushes the problem back one step: Why should there be expressions of approval of voting and disapproval of not voting on the part of others?

What is necessary is an explanation of voting that is consistent with the one given above, but takes the further step of explaining why others, despite their similar circumstances, express approval and disapproval. Such an explanation is given in Chapter 30, based on a mathematical model, which provides certain results beyond those possible with a verbal exposition. It is possible, however, to express the general ideas without resort to mathematics.

Assume there is a system of actors, each of whom has an interest (which corresponds to \( b \) in the above discussion) in the outcome of an election and a negative interest in the act of voting itself (which corresponds to \( c \) in the above discussion). The latter may of course be very small relative to the former. Each actor has some small fraction of control over the outcome of the election, through his vote. In such a circumstance each actor’s action is of interest to each other actor; that is, the actions have externalities. There will be, in accord with the principle discussed in Chapter 10, a demand for a norm to vote. And, according to the principle presented in this chapter, satisfaction of that demand depends on the existence of social relationships among potential beneficiaries of the norm if the second-order free-rider problem is to be overcome. When those conditions are met, there will be a general transfer of rights of control over the action of voting or not voting, by each to all.

The end result of this transfer of rights of control will be a system in which each actor has given up a large portion of rights of control over his own action (that is, voting or not voting) and has gained in return a small portion of rights of control over the action of each of the other actors. This constitutes, as discussed in an earlier section, the emergence of a conjunct norm. Each actor will exercise the rights gained in the direction of others’ voting, but he may exercise the remaining control he holds over his own action against his own voting (because of the cost to him). His exercise of rights of control over others’ voting can be enforced through the exhibiting of approval or disapproval. If each actor has given up most of the control over his own action to others, then the potential approval for voting and disapproval for not voting may be sufficient to overcome the costs each will incur by voting.
One might argue that this conjoined norm would be restricted to a subgroup within the system whose members all support the same candidate, since votes for an opposition candidate impose negative externalities. Since persons generally associate with those whose political sentiments are like their own, the application of such a norm (that is, sanctions of approval for voting or disapproval for not voting) will be toward inducing voting among those who will vote in the same direction as oneself. In fact, the observation by students of voting that persons under so-called cross-pressure are less likely to vote may result from differential application of the norm. (See Berelson, Lazarsfeld, and McPhee, 1954, for a discussion of cross-pressures.) The reduced likelihood of voting among persons who are in surroundings different from those to which their background or interests predispose them may result from reduced application of normative sanctions that would lead to voting.

A further implication may be drawn. Since these normative systems are composed of supporters of each candidate, their strength depends on the degree of closure of each. Unless the social networks that link persons together are somewhat distinct, so there is a correlation between the political preferences of friends, these normative systems cannot function. Thus one prediction based on this theory is that the lower that correlation is, the lower the proportion of the population voting. By a small additional step, a low correlation between social relations and political preference should lower the rate of voting most for those candidates in a minority position in the system under consideration (for example, a city or town).

The central element of this explanation, which was missing in the earlier one, is the giving up of partial rights of control over one’s own action and the receiving of partial rights of control over the actions of others, that is, the emergence of a norm. The end result is that control over the voting of each, which was initially held by each alone, becomes widely distributed over the whole set of actors, who exercise that control in the direction of approval for voting and disapproval for not voting—despite the fact that each has some reluctance to vote himself.

Internalization of Norms

To examine the process by which norms are internalized is to enter waters that are treacherous for a theory grounded in rational choice. Asking the question of how individuals come to have the interests they exhibit is ordinarily not possible in constructing such a theory. Despite the fact that anyone knows, if only through introspection, that interests change, theory based on purposive action must start with purpose, and the theoretical apparatus is applied to realization of that purpose, whatever it may be. A theory based on rational action thus has the same deficiency at the level of the individual (considered as a system) as a theory which begins with societal purposes or social norms has at the level of the social system. This individual-level deficiency is, as I have indicated in Chapter 1, far

less debilitating to social theory than is the deficiency created by a starting with a social purpose or a set of social norms.

It is nevertheless a deficiency, because individual interests do change and individuals do internalize norms. It would be possible to ignore the latter fact and construct a theory that assumed all sanctions were externally imposed. But such a theory would be weaker, because it could not be used to predict the conditions under which and the degree to which norms would be internalized, and less correct, because predictions based on it would fail to take internalization of norms into account. Thus, acknowledging the dangers in going beyond the usual limits of theories based on rational action, I will in this section examine some questions concerning internalization of norms.

I will not use “internalization of a norm” to mean merely accepting a norm as legitimate, accepting the right of others to partially control one’s actions—nor is this the common way in which the term is used. If internalization of a norm were to mean nothing more than that, it would not inhibit the individual’s deviant action that is unobserved by others. In this discussion internalization of a norm will mean that an individual comes to have an internal sanctioning system which provides punishment when he carries out an action proscribed by the norm or fails to carry out an action prescribed by the norm.

The question that then arises is that of how the internal sanctioning system comes to be established. This question can be divided into two: First, assuming that internalization of a norm can take place, what are the conditions under which other actors will attempt to bring about an actor’s internalization? Second, what are the conditions that will lead an actor to respond to those attempts by internalizing the norm? Only the second of these questions involves going beyond the usual confines of a theory based on rational action, for answering it requires examining why and how individuals change the motivational structure within themselves (motivation is the role that utility plays in a theory of rational action). This second question will be deferred until Chapter 19. The first question, concerning the socializing agents, will be addressed next.

Under What Conditions Will Actors Attempt to Bring About Internalization?

The question to be considered here, then, is why a beneficiary of a norm, or more generally an actor interested in exercising control over another’s action, will attempt to establish an internal sanctioning system within a target actor rather than merely using external sanctions as the occasion warrants. The answer is immediately apparent if one takes the perspective of a parent of a small child or that of a police officer coping with crime in a neighborhood. The existence of an internal sanctioning system within the small child or within each person in the neighborhood would make unnecessary the continual external policing of actions. Thus if internalization can be brought about at a sufficiently low cost, it is a more efficient means of social control than is external policing of
actions. The question then becomes, just what are the conditions under which creation of an internal sanctioning system is likely to be more efficient than maintaining external policing of actions?

A first point to recognize is that since norms are devices for controlling actions in the interests of persons other than the actor, internal and external sanctions constitute two forms of policing: internal policing and external policing. The process of creating an internal policing system is part of a broader process which is ordinarily called socialization. It is the instillation in the individual of something which may be called a conscience or a superego; I will call it an internal sanctioning system. Persons for whom socialization has been ineffective, in the sense that they have failed to internalize many social norms, are called sociopaths. Those persons and small children are perhaps the most prominent categories of individuals whose internalization of norms is minimal, whose actions are subject to little, if any, internal policing.

Under what conditions is it rational to attempt to bring about an internal sanctioning system? A step toward an answer is to recognize that it is rational to do so when such attempts can be effective at reasonable cost. Thus part of the answer depends on knowledge of the conditions under which attempts at establishing internalization will be effective. Part of the question, however, may be addressed by assuming some receptivity in the individual. In examining this part of the question, I will move back and forth between empirical observation and theoretical argument, using the former to suggest the nature of processes that do not derive directly from a principle of rational action.

First, I must make some general points. Deciding whether internalization of a norm in another actor is rational must involve balancing the cost of bringing about the internalization to a given degree of effectiveness against the discounted future cost of policing to bring about the same degree of compliance, where the degree of compliance is selected by balancing the costs of noncompliance against the costs of sanctioning by the most efficient means (internal or external).

It is also important, of course, to know whether a real distinction exists between different socialization strategies, in that some constitute more nearly external sanctioning and others constitute more nearly internal sanctioning. The literature on socialization practices certainly appears to indicate that the distinction can be made (see, for example, Miller and Swanson, 1958, and Kohn, 1977), and the differences are not esoteric or observable only to initiates. It is relatively easy to distinguish external sanctions from attempts to instill an internal sanctioning system. A parent who slaps a child's hand or withdraws a pleasure to punish an action or who gives the child something, such as candy, to reward an action is employing an external sanction. A parent who shows that an action of a child has hurt or disappointed the parent or who exhibits happiness and expresses love for the child when the child has carried out an action is employing a sanction that both assumes the existence of an internal sanctioning system and attempts to strengthen that system.

Turning back to the question of the conditions under which internalization will be attempted, I begin with an empirical observation. It appears that socializing agents do not simply attempt to inculcate specific norms. A major component of socialization is an attempt to get the individual to identify with the socializing agent. This occurs not only in the socialization of children by parents, but in other cases as well. Nation-states use public education as well as various nationalistic events and patriotic propaganda to encourage the individual to identify with the nation, to take its interest as his own. Some business firms (most prominently in Japan but elsewhere as well) attempt to get their employees to identify strongly with the company. Professional schools and graduate schools socialize a candidate into a profession or discipline, leading him to identify himself with the profession or the discipline (to "become a sociologist," for example). Religious orders, the army, and other institutions use various techniques to socialize entering individuals, to give each a new identity. In all these cases it appears that the socializing activities are attempts to create a new self so that the individual's actions will be dictated by the imagined will or purpose of the actor he has identified with: parents, nation-state, company, religious order, profession, or academic discipline. It is then that will which generates the internal sanctions for future actions.

The empirical evidence suggests, then, that a major strategy taken by actors in attempting to internalize norms in another actor is to do so by modifying the self whose interests the actor will attempt to maximize by his actions. This is an indirect strategy, for it does not attempt to inculcate directly the belief that certain actions are right and others wrong. The strategy is to change the self and let the new self decide what is right and what is wrong (for example, by imagining what one's mother would say about a particular action).

Another perspective on this strategy can be gained by examining the problem that exists for corporate actors in motivating agents to act in their interests. This was described in Chapter 7 as the problem a principal has in getting an agent to act in the principal's interest. A major question the principal must ask is whether to engage in external policing, that is, supervision, or to attempt to bring about internal policing by the agent himself. The means by which the latter is attempted are numerous. Those which use directly economic incentives include stock options, stock ownership, piecework, performance bonuses, commissions, and other means. The first two of these are designed to make the agent's interest largely coincide with that of the principal (in that the agent's interest is satisfied through the outcome or product that also satisfies the principal's interest). The other three tie the agent's interest to what he does for the principal. In addition to economic incentives firms use other means which, like stock ownership, lead agents to identify directly with the firm. Collective activities such as sports clubs, company outings, and various company-sponsored entertainments exemplify these. Creating an expectation of long-term employment with the company is another means.

These actions on the part of corporate actors to induce identification in their
agents, or to induce their agents to act in a way that will be best for the corporate actor, appear to apply a strategy similar to that used by actors engaged in socialization of individuals. The strategy is to attempt to align the agent's interests so fully with those of the principal that the agent's self-interest comes to coincide with the principal's interest. Some of the means used appear to carry out this alignment in a more fundamental way than do others. The strategy of the socializing agent and the strategy of the principal appear to be similar in that neither is an attempt to create internal sanctions for a particular action, that is, to inculcate a norm with respect to one action, a norm with respect to a second action, and so on, on a case-by-case basis. Each strategy goes a level deeper, by modifying the interests of the individual being socialized or of the agent of the principal. The socialization strategy, as well as certain of the economic and noneconomic means used by corporate actors, appears to go yet another level deeper, by creating a new self which takes another's imagined will as the basis for action. The similarity of these two strategies, one bringing about changes within an individual actor and the other bringing about changes within a corporate actor (also in part by bringing about changes within individual agents), suggests that a global strategy may in some circumstances be more efficient than a case-by-case strategy. Assuming that this is so, it is possible to ask about the conditions that would affect the efficiency of internalization.

First, internalization becomes increasingly efficient the greater the number of different types of actions that the socializing agent, such as a parent, wants to control using norms. The basic process of creating identification with the socializing agent constitutes in effect a capital cost, and there is an additional marginal cost for each different action that is to be subject to a normative constraint. The capital cost seems to be the larger by far of these two types of costs, so the total cost to the sanctioning agent of subjecting a large number of actions to normative constraints is not much greater than the total cost of doing so for a small number of actions. Thus, for example, once a mother has brought about a condition in which her daughter has internalized the mother's wishes, the mother can extend the number of prescriptions and proscriptions contained in her wishes without incurring great cost.

This implies that authority systems that, like religious orders, aim to penetrate all aspects of the member's or subordinate's life will be more likely to attempt to bring about identification through creation of a new self than will authority systems that attempt to exercise less broad social control. A similar but less obvious prediction is that parents whose desired scope of authority over their children is broad will make more use of internalization than will parents whose desired scope of authority is narrower. More particularly, parents who have an egalitarian ideology about raising children, leading to a laissez-faire parental authority system (few prescriptions and proscriptions), will find it less efficient to bring about identification and instill internalization of norms in a child than will parents whose desired scope of authority is broader and more rigid. Thus children of egalitarian parents should show less internalization of norms, or be more nearly sociopathic, than children of authoritarian parents. This prediction counters the commonsense assumption that "enlightened" parents are both more egalitarian and more likely to use internal sanctions than external ones; that assumption leads to the prediction that the correlation between parental egalitarianism and use of internal sanctions is positive.

A second point is that parents (or other actors) who are in a position to establish an internal sanctioning system do not reap all the benefits from it. Parents must pay the costs of internalization, but others will experience some of the future benefits. It is true that parents experience some benefits during the period the child is at home. Since these are only a fraction of the benefits, however, there is an expected underinvestment in internalization from the perspective of the total set of benefits to others that internalization will bring about (reduced policing and fewer negative externalities). This underinvestment should be especially great for internalization of norms which have least to do with a child's actions in the home and are primarily concerned with actions toward others later in life.

This underinvestment in internalization is comparable to and derives largely from the same interests as business firms' underinvestment in human capital (see Becker, 1976, for a discussion of underinvestment in human capital). A firm recovers only a portion of the investment in human capital, depending on the length of tenure of the employee.10 In the literature on human capital, a distinction is made between specific and general human capital. A firm is able to capture all the benefits of investments in specific human capital (firm-specific knowledge or skills) but not able to capture the benefits of general human capital, which can be used in other firms to which an employee might move. This distinction is similar to the distinction between norms covering a child's actions in the home and norms covering actions outside the home or later in life. The implication of this distinction is that there will be less underinvestment in internalization of a norm prescribing honesty, which is part of the child's actions in the home, than in internalization of a norm prescribing fairness to peers, a trait manifested largely outside the home, on the playground, and in school. There should be even greater underinvestment in internalization of norms prescribing sharp practices, which are exhibited primarily in business later in life.

A further prediction is that underinvestment in internalization of norms should be greater in cultures or settings in which children leave home at a younger age. In such settings a parent, engaging in the socialization of children, will experience a smaller fraction of its total benefits and thus will find the investment in internalization to have a lower payoff. One specific prediction is that in modern societies, where the typical household is two-generational, there should be greater underinvestment than in traditional societies, where there tend to be...

10. There is at least this difference: The investment in human capital makes the employee more valuable in the labor market, increasing the chance that he will leave the firm and further decreasing the firm's return on its investment. There is no analogous situation for the socialization of children.
three-generational households or extended families. A second specific prediction is that an increase in divorce rates should decrease the investment in internalization, and children of divorced parents should show a lower degree of internalization. Either divorced parent expects to spend less time with a child and will thus find it less costly to use external sanctions in cases where, if there were a more extended payoff period, the creation of internal sanctions would be more efficient.

A third point is that parents can increase the return on their investment in internalization of norms by identifying with the child and continuing to inform themselves about the child’s actions later in life. Such identification, together with information about the child’s actions that accord with the parent’s wishes and gain approval from others, can bring satisfaction to the parent and thus make an investment in internalization profitable. This would lead to the prediction that the use of internal rather than external sanctions by a parent will be greater if the parent expects that the future associates of the child will hold the same values as the parent does (for instance, as occurs in a stable society).

A specific prediction that follows from this general point is that persons in America and Europe who grew up in the 1960s and experienced a great gap in values between themselves and their parents can be expected to find identification with their own children as they grow up a less profitable investment, and thus a weaker spur toward increasing the investment in creating internal sanctions in their children.

A fourth point concerns different families in the same society. Some families have a strong interest in their status in the community and see family members’ actions, throughout life, as affecting that status. Other families have little status in the community, and thus little to lose by the deviant behavior of family members throughout life. Parents in the latter type of family can be expected to seriously underinvest in creating internal sanctions, and parents in the former type can be expected to invest much more heavily in creating such sanctions. Studies of socialization practices of different social groups are quite consistent with this prediction, showing that the lower the social status, the less internal sanctions are used (see Kohn, 1977). Further predictions could be tested as well. Any aspect of social structure which reduces the degree to which the child’s later actions will benefit or harm the family’s interests (such as residence in a more anonymous urban setting as compared to a small-town setting, or geographic mobility and discontinuity in family life) should weaken the relation between the family’s interest in its status and the degree to which socialization practices incorporate internal sanctions. Thus, as these conditions proliferate, families of the same social status will use internal sanctions less often and external sanctions more often; persons in future generations will be increasingly socialized.

A fifth point makes use of a result from the literature on the economics of agency. The efficiency of supervision (that is, external policing), relative to some incentive system that provides internal policing, is reduced as the actions subject to observation become more costly to observe. Thus a worker in a cottage industry is more likely to be paid by the piece and less likely to have supervision than a factory worker making the same product, and an outside sales representative is likely to receive a higher fraction of compensation as commissions and have less supervision than is an inside salesperson or sales clerk. This principle leads to the prediction that the trait of honesty, which is often difficult to observe, will be more likely to be internalized than will the trait of cleanliness or orderliness, both of which are more easily observed and thus more readily subject to external sanctions.

These five points concerning conditions which will lead parents to instill internal sanctions rather than using external policing lead to predictions that are not at all trivial. Certain of the predictions, if they are borne out by research, have strong implications for social control in the future, for they point to decreasing levels of internalization of norms among future generations, assuming that the family continues as the principal agency of socialization. This implies that either use of external policing systems will increase or there will be lower levels of social control.\footnote{11. These predictions, and the points which generate them, make evident the multitude of certain assumptions, such as “increasing levels of education will increase the viability of democracy” or “increasing enlightenment through education will result in parents raising better-socialized children.”}
Processes of Change inside the Actor

In the theory being developed here there is as yet no basis for change within the actor. In Chapter 11 there was discussion of processes of internalization of norms, but there I simply assumed that such a change was possible in individuals and asked questions about the conditions under which various socializing agents would have an interest in attempting to internalize norms in others (such as children). Thus that process assumes the existence of internal change within the individual without providing a theoretical accounting for it.

One might first ask where interests come from. There are various answers to
this question in psychological theory (although not all of them are consistent with rationality of the actor). One source of interests is obviously the primary needs of the organism. A second source, however, has to do with the means toward acquiring the intrinsically satisfying and necessary things. If the actor is conceived of as beginning as a very simple entity, with only a few primary needs for things required for survival, the course of events and action creates over time a whole superstructure of interests that were originally pursued as paths toward the satisfaction of more central needs. These come to be autonomous interests insofar as they satisfy, over some period of time, the more central needs. The term "functional autonomy of motives" has been introduced to describe this process (Allport, 1937; see also Merton, 1968, p.15).

The concept of secondary reinforcement in learning theory can be applied to these autonomously developed interests. Secondary reinforcement occurs when a subject is rewarded not with a reward that satisfies a primary need, such as food, but with a reward that has been strongly associated with receipt of the primary reward. Experiments have shown that secondary reinforcement is relatively weak for animals (see Hilgard, 1936). But animals differ from humans in their relative lack of cognitive associations. Consequently, although secondary reinforcements are weak when responses are unmediated by cognitive connections, this does not imply that they are weak in the presence of cognitive structures.

Since psychological theory is so forthcoming with theories of psychological change, it is necessary to ask why economics— the social science for which a theory of purposive action has been most central—has never developed or borrowed from psychology a theory of internal change of individuals. For some economists this is seen as merely an incompleteness of the foundations of economic theory; for others the fluidity of utilities or tastes has substantive meaning and importance. One reason such a theory has not been developed is the difficulty of introducing a theory that is compatible with the central principle of action, maximization of utility. If an actor's goals, or what goods and events he regards as satisfying him or as having high utility for him, cannot be specified, then there is no basis for maximization. The theory of rational action of purposive action is a theory of instrumental rationality, given a set of goals or ends or utilities. If a theory of internal change of actors is to be justifiable or consistent with the basic principle of action, it must do what appears to be impossible: to account for changes in utilities (or goals) on the basis of the principle of maximization of utility.

I introduce this cautionary note at the outset to indicate that the requirements for a satisfactory theory of internal change in actors are not easily met. The only satisfactory theory will be one in which change derives from application of the principle of action itself.

Identification: Expansion of the Object Self
Under what circumstances might an actor carry out psychic changes? It can be argued that an important process that occurs throughout life is an expansion of the object self, to include larger and larger sets of social objects. Whereas persons early in life are relatively undisturbed by events having dire consequences for others nearby, they come later to experience the consequences of such events almost as if they happened directly to themselves. In effect, it is possible to conceive of the (object) self in such a way that events affecting others in the vicinity do in fact happen to oneself, that is, to the expanded self. This is not to say that the object self continually expands and never withdraws attachments. Such withdrawals obviously do occur at times as life situations change, even while the overall expansion of the object self continues. And evidence indicates that there are times, particularly during old age, when an overall contraction of the object self takes place.

The general nature of this conception is that the object self, in whose interests the agent acts, is ever changing and throughout much of life expanding. This conception makes unnecessary any deviation from the conception of a rational...
purposive actor on which the theory of this book is based. Acts of apparent altruism, acts which derive from sentimental attachments and appear to be against the actor's self-interests narrowly defined, are explicable through such an addition to the theory, the use of the notion of an expanded object self.

This theoretical device would be of no value, however, if the theorist were merely using it as a way of saving the theory. The first question is this: What does identification do for the person who identifies with another so as to lead him to do it? The second is this: What are the constraints which limit the process? Without any constraint every action could be explained trivially, merely by positing a degree and direction of identification which would lead to that action.

A step toward answering the first question is the recognition that there might be an expansion of the object self in the expectation that this will bring benefits. Suppose one's action, taken to benefit oneself or for another reason, benefits another actor. Or suppose one's action to benefit another, whether taken voluntarily or not, brings benefits to oneself. Then one can capture the extra benefits of one's action, the benefits the action brings to the other, if one incorporates the interests of the other as one's own. When a business firm does this, economists describe it as internalizing (positive) externalities. When a person does it, psychologists describe it as internalizing another's interests, or identifying with another.

Empirically identification appears to occur in this way, through acting to benefit others. This is most evident in a parent's identification with a child. The parent's identification with the child grows as the parent cares for the child and sees the child develop. It appears that this process operates even when the action is not spontaneously taken. A servant often comes to identify with his master, to feel the master's pleasures and pains, although he does not originally enter into the relation because he identifies with the master. Only a minimal response from the child or from the master, in recognition of the care given or in the service provided, seems sufficient to encourage this identification.

A second process which leads to identification is as follows: If outcomes of events are benevolent to another actor, then one might find it possible to increase one's satisfaction by identification with that other. There is widespread evidence of this: People join fan clubs for movie stars, not fan clubs for handicapped persons. People identify with a successful hero and quickly drop that identification when the hero stumbles. What limits such identification with successful others? Why do individuals not simply live in a dream world, in which they live the lives of handsome princes and beautiful princesses? Although there are obvious limiting factors, it is difficult to state a general principle. Reality intrudes inexorably, confronting individuals with consequences they cannot escape. There may be more to be gained by attempts to shape real events than by continuing to identify with successful persons. This, however, is not a very satisfactory answer, and the problem must be regarded as unsolved.

There is a parallel for corporate actors: Corporations invest in other corporations that have been successful or seem likely to be successful in the future. Persons do this as well, when they invest money or another valuable resource in an activity. It is clear in these cases that investments by corporate actors or persons are limited by the quantity of their discretionary resources. Furthermore, these resources have an opportunity cost, and a rational actor will direct the investment to the actor or activity likely to be most profitable.

A third process through which identification appears to occur is the shared experiencing of the same consequential events. The more intense the experience, the stronger the identification, even if the experience was a bad one. The shared experience of soldiers who have "gone through hell together" often creates a strong bond of identification, so each one feels close to each of the others and experiences a great loss if something happens to one of them.

This process may be an instance of classical conditioning. In conditioning, one event constitutes a primary reinforcement for a subject, eliciting a response from him. A second event or object can, after cognitive association with the primary reinforcement (for example, due to contiguity in space or time), come to generate the same response on the part of the subject. This second object may be another actor. If one has been in close association with another actor over a period of time, experiencing the same events, then the occurrence of something good or bad to the other may induce feelings in oneself that are like those one would experience if the thing had happened to oneself.

A fourth and apparently powerful process by which identification occurs is being dependent on another. This can be seen in children's identification with parents or in the identification of hostages with their terrorist captors, of concentration camp inmates with their guards and of brainwashed prisoners with their "reeducators." (For a description of the last two of these, see Bettelheim, 1953, and Lifton, 1961.) Dependency can create not only strong identification but also hate—prisoners hate their captors, and children sometimes come to hate their parents. Nevertheless, the dependency itself appears to create identification, independently of any benevolence of the actor on whom one is dependent.

Finally, it appears that identification can occur as a consequence of the process of vesting control in another. A person gives another control over some portion of his actions, and then some degree of identification often follows. In the extreme case, if an actor vests control of his actions in a charismatic leader, he ordinarily comes to identify with that leader. The vesting of control which occurs when one falls in love leads to the love object being an object of one's gratification, but one also comes, over time, to identify with the person, to feel pain when that person feels pain to feel joy when that person feels joy.

Thus there seem to be at least five circumstances under which one actor may develop an identification with another:

1. When one acts to benefit the other
2. When the other is successful
3. When one has been affected by the same events as the other
4. When one is highly dependent on the other
5. When one vests rights of control of one's actions in the other
This constitutes only a list of distinct circumstances under which identification appears to come about. There is no theoretical principle to bring them together, and the most that can be said is that for each of the five, with the exception of the third, an actor can gain satisfaction by coming to identify with the other, that is, by taking the interests of the other to some degree as his own.

However it comes about and whatever functions it performs for the actor, identification is a form of psychic organization which has strong implications for social organization. In the external action system described in earlier chapters, the modes through which persons are related to one another are limited to the following:

1. Persons control events or goods of interest to one another and are thus useful to one another as means to goal achievement.
2. Because certain resources controlled by individuals (such as labor) are not alienable, in exchanges involving these resources what is exchanged are rights to control action, or promises to act in a certain way in a particular case. In addition, in the case of an unequal exchange, a generalized credit may be given by one actor to the other. These rights, promises, and credits constitute expectations and obligations which persons have toward one another.
3. Persons transfer rights of control to others, either unilaterally or in exchange, giving others rights of control over their actions on an extended or indefinite period. This creates a subordinate-superordinate relation, that is, an authority relation.
4. Because persons have interests in aspects of other persons that are intrinsic to those persons, the others can become ends in themselves. That is, other persons constitute some of the social objects over which persons are interested in gaining control.

These four kinds of social relations can be described as complementarity, claims, authority, and cathexis, respectively. The additional relation in which persons internalize the interest of others can be called sympathy (as Adam Smith did, when he identified this form of relation in The Theory of Moral Sentiments) or empathy (as others have done). I will, however, simply call it identification, meaning that one takes as one's own, to a certain degree, the interests of those with whom one identifies.

Identification with others is a particularly important kind of internal change actors undergo, but not the only kind. Another source of change is conflicts within the self. One body of work, balance theory, addresses such conflicts.

Balance Theory and Divestment

A widely used theory of attitude change in social psychology is balance theory. The original ideas for balance theory are due to Heider (1958); they were subsequently developed in varying forms by a number of social psychologists. Expressed rather crudely, balance theory specifies that if an actor has attachments to two social objects and those two objects (other persons, values, and so forth) are in conflict, the individual will change his orientation toward one or both in such a way that the conflict is reduced or eliminated. This theory is one of a large class of tension-reduction or least-effort principles in social and natural science. It clearly describes an important process of internal change of individuals.

Heider examines two kinds of relations. One is liking or disliking; the other he calls unit formation, by which he means that two social objects are seen as belonging together. Thus an actor may (according to Heider) like or dislike another person, and he may like or dislike an object that is not a person. He may see two social objects (persons or other objects) as belonging together or as not belonging together. He may also perceive another actor as liking or disliking another social object, and he may see himself as belonging together with another social object. Heider goes on to argue that if there is "imbalance" or "disharmony" in the actor's orientation to these social objects and his perception of their orientation to each other, "the situation will tend to change in the direction of balance" (p. 207). He does not go beyond this. He does not indicate what will change or what is the basis for change, thus providing no basis for a rational theory of change within the self. Despite this, I will sketch the structure of such a theory.

Heider (1958, p. 176) uses an example to illustrate the kind of phenomenon with which balance theory is designed to cope. In an experiment carried out by Esch (1950), a set of 101 subjects (high-school students, college students, and others) were presented with short descriptions of social situations and asked, "What would happen nine times out of ten when something like this occurs?" One situation was as follows: "Bob thinks Jim is very stupid and a first-class bore. One day Bob reads some poetry he likes so well that he takes the trouble to track down the author in order to shake his hand. He finds that Jim wrote the poems."

The results of the experiment were as follows:

46% responded that Bob would change his mind about Jim and come to have a positive evaluation of him.
29% responded that Bob would change his mind about the poetry and come to dislike it.
5% responded that Bob would not accept the combination, for example, would not believe that Jim wrote the poems. (In Heider's terms these respondents refused to accept the unit formation composed of Jim and the poems.)

13. Certain irregularities in Heider's system have never been straightened out by balance theorists; one of these is revealed by the fact that in a triad consisting of three persons there are six relations of like or dislike, and for each relation, two perceptions of the relation (by each of the other actors). This results in much greater complexity than is reflected by the simple plus or minus associated with each pair of such a triad in balance theory. I only warn the reader of this and will not pursue it, because my aim here is simply to see what aid balance theory can provide for a theory of change internal to the self.
2% differentiated two aspects of Jim, saying that Bob would continue not to respect one and come to respect the other (that is, Jim's ability as a poet). 18% did not resolve the "disharmony."

Balance theory simply specifies that under such circumstances, when there is disharmony, persons will change in such a way as to eliminate it. Heider uses the example to show that most persons did remove the disharmony. Almost half stated that Bob would change his orientation to the other person; almost a third stated that Bob would change his orientation to the other object, in this case the poetry; a small percentage separated what Bob did not like from what he did, breaking apart the unit formation composed of Jim and the poetry or that composed of two parts of Jim.

How does the theory of this book treat this sort of internal change? First, it can be said that Bob's internal world, his cognitive and affective internalization of the external world, has a particular organization which provides him directives for acting in a way that will give him satisfaction. Two of the elements in the external world toward which Bob can act to gain satisfaction are the poems he has just read (toward which a positive action will provide satisfaction) and Jim (toward whom a negative action will provide satisfaction). If the first of these two actions is called $E_1$ and the second $E_2$, Bob is in the circumstance diagrammed in Figure 19.1, where $A_1$ represents Bob. Then, however, the outside world changes, and thus his cognitive mapping of it changes. He sees himself as no longer able to take separate actions, $E_1$ and $E_2$. There is a new event, $E_3$, a single action toward both Jim and the poetry. The other two actions can be seen as dependent on this action. If it is positive, he gains satisfaction from $E_3$ (action toward the poems) but loses satisfaction from $E_2$ (action toward Jim). If it is negative, he gains satisfaction from $E_2$ but loses satisfaction from $E_1$. This new situation can be diagrammed as shown in Figure 19.2.

This new structure among events, with $E_3$ and $E_2$ dependent on a single action, $E_3$, lowers Bob's level of satisfaction. It can be increased by any of several changes. One is a change in his orientation toward Jim (that is, his interest in $E_3$). Another is a change in his orientation toward the poetry (his interest in $E_2$). These are changes in his affective organization. Changes in his cognitive organization are also possible. He may refuse to recognize Jim's authorship, thereby maintaining a cognitive organization like that in Figure 19.1 so that he can act separately toward Jim and the poems. Finally, Bob may split the structure in a new way, into a part of Jim that he respects and a part that he does not.

The internal change that Bob undergoes as a consequence of a change in his external world agrees with the general principle of maximizing satisfaction, but does not come about in the way described elsewhere in this book, through actions which bring about changes in the external world. Those actions are either exchanges of control or unilateral transfers of control, but this internal change is one that accommodates to a change in the external world for which exchange or unilateral transfer is not feasible. The result is a change in interest on Bob's part, who will be likely to either change his negative interest in Jim to a positive interest or change his positive interest in the poetry to a negative interest.

This, however, is not a very satisfactory conclusion. It predicts that Bob will change his orientation toward one of the two social objects, but it does not predict which he will do or provide any basis for such a prediction. To go beyond this requires three steps taken in sequence: The first step is to gain some sense of just what, substantively, is the basis for the direction and amount of change. The second is to formulate these ideas in a fashion that is both internally consistent and consistent with the larger theory. The third step is to state predictions of the theory concerning actions appropriate for empirical testing and then to carry out the empirical tests. I will carry out the first step and begin the second step.

The essential substantive idea that serves as the basis of this theory of internal change is that the social objects in question are not only linked to one another, but also linked to other social objects such that an action cannot be taken toward each separately. And the actor in question, Bob, has an orientation to these other objects (I will subsume these orientations under the general concept of interest). Thus a change in orientation toward either of the social objects in question, the poems or Jim, has implications for the satisfaction Bob can obtain from a whole set of actions.

This idea, of course, is not new. In both balance theory and other parts of social psychology, the idea that individuals make those changes which maximize the balance or harmony of the structure as a whole has been stated many times. There are, however, some differences; for example, in the theory being pro-
posed here is the necessity for action and the consequences of the action for levels of satisfaction that impose the pressure toward attaining balance or harmony or consistency. In most other versions of these ideas, action plays no role.

This conceptual difference leads to a difference in how the structure is diagrammed. For the case involving Bob, Jim, and the poems, suppose there is another class of actions based on Bob's orientations toward other social objects in which he has positive or negative interests. For example, suppose Bob developed his negative orientation toward Jim from comments by a friend. Coming to like Jim would then reduce his satisfaction from positive actions toward that friend. Suppose also that his pleasure from the poems was a pleasure shared with his girlfriend, who also enjoyed them. Coming to dislike the poems would then reduce his satisfaction from being with his girlfriend.

If Bob took positive actions toward his friend (E₂), resolved the disharmony concerning Jim and the poems by changing his mind about Jim and acting positively toward Jim and the poems (E₃) (by shaking his hand and congratulating him), and continued to read the poems with his girlfriend (E₇), the structure of action could be diagrammed as in Figure 19.3. This diagram, which shows a changed orientation of Bob toward Jim, contains a continuing disharmony, or source of dissatisfaction. Bob's positive action toward his friend (E₆) is implicitly a negative action toward Jim and is inconsistent with his positive action toward Jim and the poems (E₇).

If Bob had taken a negative action toward Jim and the poems, the dissatisfaction from E₆, his positive action toward his friend, would have been removed. Another source of dissatisfaction would have cropped up, however, in his actions toward his girlfriend. If Bob continued to read Jim's poems with her (E₇),

The satisfaction from this action would be lower than before, because of its inconsistency with his action toward Jim and the poems.

If this were the whole set of actions and social objects connected directly or indirectly to Jim and the poems, it would predict two things:

1. Bob would take the action which reduced his satisfaction least, considering not just action E₁, but also E₆ and E₇.
2. There would remain a continuing tension in the system which would lead to some future external or internal change (such as eliminating action E₆ toward the friend, by losing interest in him, or discontinuing the reading of the poems with his girlfriend).

The second prediction illustrates how, according to this theory, tension, or a source of dissatisfaction in the internal structure when that internal structure is interfaced with the outside world, leads to change.

It may be useful to carry this sketch of a theory of the system of action within the self somewhat further. As Ainseil (1986) has suggested, "[if] the parts of the self can be clearly articulated, they may be suitable material for a model more microscopic than microeconomics, 'picoeconomics' perhaps, in which the elements that combine to determine the individual person's values can be described" (p. 139). One way of conceiving of a picoeconomics within the self is to conceive of the self as a system of action like that described in Chapters 6 and 25. The general idea is as follows: In a system of action as described in this book, there are actors having control over resources and events, and interests in resources and events. If a corporate actor (that is, an organization) is regarded as a system of action, the actors within that system are the various employees or agents occupying positions in the organization. Their interests are shaped by the incentive structure within the organization. The actions of the corporate actor are outcomes of events, which are determined by what is sometimes described as the internal politics of the organization and dependent on resources held by various actors within the organization, as well as their interests in the events. (This is stated more precisely in Chapters 30, 31, and especially 34.) If it is possible to regard the actions of a corporate actor as outcomes of events in a system of action internal to the corporate actor and to regard the agents of the corporate actor as actors within that system of action, then it should also be possible to regard the actions of a person as outcomes of events in a system of action internal to the person. What is necessary is to identify the "actors" within the person and their interests and resources. That is the general strategy I will pursue here.

It is useful to begin with the extreme case, a person who has so strongly internalized the goals or interests of others that the "actors" inside that person are simply reflections of actors outside; the system of action here is a kind of internal world mirroring the external world. The phrase is reminiscent of Cooley's (1902) term, "the looking-glass self," which is ordinarily interpreted in a narrow sense, that is, as seeing oneself through the eyes of others. But Cooley...
seems to have intended the term to be more encompassing, that is, the self as constituting an internal reflection of the system of action that exists outside the person. In this view the self contains within it a reflection of all the actors in the system outside, along with their interests. The person’s action toward that outside system is an outcome of the balance of interests among the actors internalized from that system.

How then does the subjective world of action that is played out within a person, leading to that person’s taking action, differ from the objective world? How is the subjective world of one person different from that of another? What appears to be a reasonable conjecture is that each person has, in effect, a different constitution. Each of the actors from the outside world who participates in a person’s internal system of action is endowed with certain rights by the person. These rights are extensive if an actor (within a person) represents someone who is or was important in the socialization of that person, that is, someone whose directives or values the person has internalized. The internal system of action of a person is an egocentric one, in the sense that each person’s constitutional allocation of rights differs from that of another person.

The rights in this conception are rights of partial control over various actions of the person. The rights can be “exchanged” by the internal actors; if one of them loses on one action over which it has partial control, it will gain a credit that makes it more likely to be able to control the next action in which it has an interest.

Such a conception of the self, however, brings up a number of difficulties. For example, if the person is rational, why does he give up this internal control to the imagined interests of others? What is rational about this conception of action? It is, rather, action controlled by little people whose will the person has internalized. Such a person’s action is merely controlled by the perceived wills of others—perhaps embodied in norms, perhaps not. It is not controlled by passions or appetites, or principles, or, apparently, rational consideration. This conception of the person merely brings back normatively controlled or externally controlled action.

Two points can be made. The first is that this conception of an actor is, as indicated earlier, an extreme. Moving away from that extreme allows the internal actors within the person’s system to be not only other persons, but also appetites and general principles of action that are not associated with any particular person. This allows the person to act in a much more differentiated way, sometimes appearing to be controlled by norms, sometimes by passions, and sometimes by principles. This nevertheless continues to relegate rationality to a minor position, even if one of the principles by which the person is governed is that of maximizing his own utility or long-range interests.

The second point, however, is that rationality, generated by a kind of evolutionary feedback process within the individual, might enter at an earlier point, during construction of the constitution. According to this conception, the individual’s constitution, which gives (partial) control over different actions to different internal actors, would arise from experiences in the particular world that this person inhabits. For example, a child whose mother gives extensive social-psychological rewards for helping around the house would “learn,” through this internal evolutionary process, to give the mother, as an internal actor with perceived directives or values, extensive control over that class of actions, for doing so brings gratification.

This is a sketch of how a theory internal to the self (developed formally in Chapter 34) might be constructed. The model is a kind of picoeconomics, to use Ainslie’s term, incorporating within the self a system like that outside the actor, but with a constitution all its own.