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We consider a local post-stratification approach to analyze the capture-recapture dual system Accuracy and Coverage Evaluation (A.C.E.) data associated with the 2000 U.S. Census. The local post-stratification is carried out via a nonparametric regression estimation of the census enumeration and the correct enumeration functions. We propose a nonparametric population size estimator that is designed to accommodate some key aspects of the A.C.E.: missing values, erroneous enumerations, and extra covariates affecting the missingness and correct enumeration. The resulting estimates are compared with estimates from a conventional post-stratification and a logistic regression approach in an analysis on the 2000 Census A.C.E. data.
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1. INTRODUCTION

Dual system capture-recapture surveys have been conducted in 1980, 1990, and 2000 in conjunction with the last three decennial U.S. Censuses. Their main objective was to obtain information on the population net coverage and enumeration errors for both the whole population and subpopulations defined by race, geographic region, age, and other demographic/socio-economic variables. The 2000 Census Accuracy and Coverage Evaluation (A.C.E.) consisted of two surveys. The first survey verified the census enumerations on selected sample block clusters of the census. The data collected was the enumeration (E) sample. The aim of the E sample was to identify erroneous enumerations, such as fictitious records and people who were born after or who died before the census date. The second survey was independent of the first one and was conducted soon after the census in the same sample block clusters of the E sample. The data collected was the population (P) sample; the purposes were to identify “matches” (recaptures) to the census records and to facilitate estimation of the E-sample enumeration probability; see Hogan (1992, 1993, 2000a, 2000b), Haberman, Jiang, and Spencer (1998), and Bell (1999) for comprehensive discussions on the dual system surveys. The US is not the only country that conducts the dual system surveys to gain information on the accuracy of the census counts. Australia, New Zealand, Turkey, Switzerland, and the UK also carry out similar surveys to evaluate their national censuses; see Census Customer Service (2002), Dunstan et al. (2001), Ayhan and Ekni (2003), and Rhind (2003).

It is known that different individuals may have different probabilities of being enumerated in the census (Hogan 1993 and 2000b); this is called heterogeneity in enumeration. A group of variables called ROAST is known to differentiate the heterogeneity in the census enumeration (Hogan 1993). Here, RO stands for race/(Hispanic) origin, A for age, S for sex, and T for housing tenure (owner or renter).

Let \( X = (X_1, \ldots, X_d) \) be a vector of covariates that influences the enumeration of individuals. We set \( Y \) to be a binary indicator that takes a value 1 for enumeration and 0 otherwise for each E-sample person. The enumeration probability of an individual with covariates \( X = x \) is \( p(x) = P(Y = 1 | X = x) \). Without the P sample, only individuals with \( Y = 1 \) would be observed and that is insufficient for the estimation of \( p(x) \). The P sample makes estimation feasible by providing enumerations with both \( Y \) outcomes. As \( Y = 1 \) indicates a match (recapture) to a census record, \( p(x) \) is also called the match rate function.

Figure 1 displays the kernel estimates of the match rates as a function of age for selected values of region and the other ROAST variables. The estimates are based on the 2000 A.C.E. data using nonparametric imputations for missing values based on the kernel estimator approach shown in Section 5. The estimated \( p(x) \) indicates strong heterogeneity with respect to the age, region, and ROAST variables. Each panel in Figure 1 displays a V-shape within the age range of 18 to 29. This age interval is known for having fluctuating enumeration properties. However, the specific details of this V-shape vary substantially for different regions and the discrete ROAST combinations.

Post-stratification (Sekar and Deming 1949) has been the method used in the U.S. Census to counter heterogeneous enumerations by subdividing the covariate space. Although it reduces the heterogeneity, there is still a substantial amount that is unaccounted for, as shown in Figure 1. One limitation of the post-stratification is that continuously valued covariates such as age are grouped into discrete categories. This implies that \( p(x) \) is piecewise constant with respect to the age strata. Any remaining heterogeneity may result in “correlation bias” (Wolter 1986; Chen and Lloyd 2000) in the population size estimates. The other limitation of the post-stratification approach is that some strata have small sample sizes. To control the variance, small
strata are usually combined but doing so increases the heterogeneity.

There have been numerous studies that use additional data sources in conjunction with the census dual system surveys. Wolter (1990) and Bell (1993) considered correcting the correlation bias within each post-stratum by utilizing demographer analysis (DA) information. Elliott and Little (2000, 2005) proposed Bayesian hierarchical modeling approaches that can implement constraints on the DA cell counts. Another source is administrative records. This provides information on sections of the U.S. population based on Medicare, Social Security, and the Internal Revenue Service files. The administrative records may be considered as a third system in addition to the dual system E and P samples. The triple system approach and its modeling for the 1990 post-enumeration survey have been discussed in Darroch et al. (1993), Zaslavsky and Wolfgang (1993), and Chao and Tsay (1998).

In this paper we propose a local post-stratification approach for the dual system estimation for the 2000 Census A.C.E. study. The local stratification is made through nonparametric kernel estimation of the match and correct enumeration probability functions. The kernel estimation produces a local stratification approach constructs strata with respect to the categorical covariates by combining data within a ring of the neighboring strata. This potentially leads to variance reduction compared with the traditional post-stratification estimates that only utilize information within each stratum.

The paper is organized as follows. Section 2 outlines the dual system capture recapture estimation. Section 3 discusses the missing values and erroneous enumerations in the A.C.E. Section 4 introduces the nonparametric kernel estimators. Section 5 discusses the missing value imputation and the proposed population size estimator. Section 6 discusses the smoothing bandwidth selection for the local post-stratification. Section 7 describes the post-stratification and logistic regression approaches. Section 8 analyzes the A.C.E. data and provides population undercount estimates for the U.S. population and various demographic and geographic subpopulations. Results from a simulation study are reported in Section 9. Section 10 discusses our conclusions.

2. DUAL SYSTEM ESTIMATION

Let \( \mathcal{E} \) and \( \mathcal{P} \) be the sets of individuals enumerated by the E and P samples, respectively, \( n_e \) and \( n_p \) be the respective sample sizes, and \( \mathcal{E}^+ \) be the set that includes the E sample and other census enumerations in one ring of blocks surrounding \( \mathcal{E} \). Here \( \mathcal{E}^+ \) reflects the Target Extended Search (TES) operation in the A.C.E. that was designed to reduce the variance on the dual system estimates associated with census geocoding error. This also was designed to reduce bias from potential A.C.E. listing errors.

Let \( \mathbf{X}_i \) be the covariate of the \( i \)th individual in \( \mathcal{P} \) and \( Y_i = 1 \) if \( i \in \mathcal{P} \cap \mathcal{E}^+ \) (i.e., if \( i \in \mathcal{P} \) but not in \( \mathcal{E}^+ \)); otherwise, \( Y_i = 0 \). As \( E(Y_i|\mathbf{X}_i = \mathbf{x}) = p(\mathbf{x}) \) due to the capture-recapture design, the E-sample enumeration probability \( p(\mathbf{x}) \) can be estimated based on \( \{(\mathbf{X}_i, Y_i)\}_{i=1}^{n_p} \) via binary regression. A heteroscedastic nonparametric regression model is \( E(Y_i|\mathbf{X}_i) = p(\mathbf{x}_i) \) and \( \text{var}(Y_i|\mathbf{X}_i) = \sigma^2_{p}(\mathbf{x}_i) \) with the forms of \( p(\mathbf{x}) \) and \( \sigma^2_{p}(\mathbf{x}) \) both unknown.

Suppose that there are no erroneous enumerations, there are no missing values, and that each individual has a nonzero probability to be enumerated in the census. Let \( \hat{p}(\mathbf{x}) \) be a consistent estimator of \( p(\mathbf{x}) \). A Horvitz–Thompson type estimator of the population size \( N \) is

\[
\hat{N} = \sum_{i \in \mathcal{C}} \frac{1}{\hat{p}(\mathbf{X}_i)},
\]

where \( \mathcal{C} \) denotes the set of census records.
The above estimator is not the most efficient in dual system capture–recapture experiments. Let \( q(x) = P(\text{enumeration by the P sample} | \text{X} = x) \) be the P-sample enumeration probability and \( g(x) = p(x) + q(x) - p(x)q(x) \) be the probability of being enumerated by either sample. Chen and Lloyd (2002) proposed a more efficient estimator than (2.1), with

\[
\hat{N} = \sum_{i \in C \cup P} \frac{1}{\hat{g}(X_i)}, \tag{2.2}
\]

where \( \hat{g}(x) \) is a consistent estimator of \( g(x) \). This is a two-way approach as the E-sample is used to calibrate the P-sample enumeration \( q(x) \) as well. The estimators proposed by Huggins (1989) and Alho (1990) are of this type. However, the dual system A.C.E. is insufficient to do the estimation of the P-sample enumeration \( q(x) \). Hence, the A.C.E. is a one-way approach instead. As noted in Alho et al. (1993) the one-way approach prevents one from obtaining the so-called triples that are needed to use the two-way estimator (2.2) based on logistic regression methods.

The one-way estimator (2.1) cannot be applied to the census dual system estimation without some modifications. This is due to the presence of missing values and erroneous enumerations. Modifications are also needed to include some extra variables that are related to the correct enumeration function and the missing value mechanism. An aim of this paper is to extend (2.1) so that it can be used for the A.C.E. estimation.

### 3. ISSUES IN A.C.E.

Missing values are significantly present in both samples of A.C.E. The match indicator, \( Y_i \), may be missing if \( i \) is an unresolved case. Erroneous enumerations are invalid records and lead to overestimation of the population size. Hogan (1993) and Haberman, Jiang, and Spencer (1998) described two main sources of missing values. One source is those who should not have been enumerated. These include duplicates, fictitious records, and people born after or who died before the census. The other source are enumerations included in the wrong geographical location. The E sample is designed to identify the erroneous enumerations based on information collected during the initial or follow-up interview. Let \( n_e \) be the total number of enumerations in the E sample, which consists of both correct and erroneous enumerations. For \( i = 1, \ldots, n_e \), let \( e_i = 1 \) if \( i \) is a correct enumeration, \( e_i = 0 \) if \( i \) is an erroneous enumeration. The indicator \( e_i \) is also subject to missing like \( Y_i \).

Research on the U.S. Census reveals that in addition to the \( X \) (ROAST plus region), the groupings of match codes were another covariate related to enumeration status (U.S. Census Bureau 2004). These match code groupings (MCG) are mutually exclusive and exhaustive groups based on the match codes before the follow-up operation. Some information from the follow-up operation was coded in time to be used as well to form these groups. As illustrated in the analysis by Belin et al. (1993) of the 1990 post-enumeration survey, individuals with certain MCG status had a lower probability of being correctly enumerated. In general, let \( S_i \) be any extra variables that affect the correct enumeration status \( e_i \). We assume a nonparametric regression model: \( E(e_i | X_i, S_i) = \epsilon(X_i, S_i) \) and \( \text{var}(e_i | X_i, S_i) = \sigma^2(X_i, S_i) \) where both \( \epsilon(X, S) \) and \( \sigma^2(X, S) \) are unknown. Here \( \epsilon(x, s) \) is the correct enumeration function.

Unlike \( X \), the extra covariates \( S \) are not available for the census enumerations outside the A.C.E. We overcome this issue by defining \( \epsilon(x) = E(\epsilon(X, S) | X = x) \), which is the marginal correct enumeration function, by conditioning on the observable \( X = x \). Then, the population size estimator (2.1) is modified to be

\[
\hat{N} = \sum_{i \in P} \frac{\hat{e}(X_i)}{\hat{p}(X_i)}, \tag{3.1}
\]

where \( \hat{e}(x) \) and \( \hat{p}(x) \) are consistent estimators of \( e(x) \) and \( p(x) \), respectively.

Missing values and erroneous enumerations are likely to be present in other capture–recapture experiments for both wildlife and human populations. However, these issues, as far as we are aware, have not been well studied in the literature. This is partly due to the fact that the ability to identify erroneous enumerations may require substantial resources. It also appears that there is a lack of a general estimation theory about how to handle both erroneous enumerations and missing values in capture–recapture surveys.

### 4. LOCAL STRATIFICATION VIA KERNEL ESTIMATION

The key components in the population size estimator (3.1) are the estimates of \( p(x) \) and \( e(x) \). The proposed local post-stratification approach estimates these two functions based on nonparametric kernel smoothing. We consider in this section the case where there are no missing values in \( Y_i \) and \( e_i \). The incorporation of missing values will be discussed in the next section.

The local post-stratification is an alternative to the post-stratification typically used in dual system estimation. Pollock (1976, 1991) proposed a parametric approach that can be used for the estimation of \( p(x) \) and \( e(x) \). The logistic regression model of Huggins (1989), Alho (1990), and Alho et al. (1993) may be modified to suit the one-way matching of the A.C.E. The main limitation of the parametric approach is the risk of model misspecification. When that happens, systematic model bias is present in the estimates. An aspect that encourages our proposed nonparametric estimation is that there is a large amount of data collected—the A.C.E. has more than 700,000 records in both samples. With this amount of data, the need to specify a parametric model is reduced. We illustrate local post-stratification in the estimation of \( p(x) \). The estimate of \( e(x, s) \) is formulated in the same way.

The covariate \( X \) consists of both continuous and categorical variables. We treat age as a continuous variable as smoothing of an ordered categorical variable is essentially the same as the smoothing of a continuous variable (Simonoff 1995). Most variables in the census are unordered categorical. Write \( X_i = (X_i^1, X_i^y) \) where \( X_i^1 \) is \( d_c \)-dimensional and continuous and \( X_i^y \) is \( d_a \)-dimensional and unordered categorical with \( d_c + d_a = d \).

To smooth the continuous variables, we propose to use a \( d_c \)-dimensional kernel \( K \), which is a radially symmetric probability density function in \( R^d \). Let \( K_h(x) = h^{-d/2}K(x/h) \) where \( h \) is a smoothing bandwidth than controls the amount of smoothness of the kernel estimate (Härdle 1990; Fan and Gijbels 1996).
Without loss of generality, we choose $K(u) = \prod_{i=1}^{d} K_i(u_i)$, where $K_i(\cdot)$ is a symmetric univariate density function. We use $K_i(x) = 15/16(1 - x^2)^2 I(|x| \leq 1)$ throughout the paper.

To smooth unordered categorical covariates, we use the discrete kernel proposed by Aitchison and Aitken (1976); see also Hall (1981), Racine and Li (2004), and Hall, Racine, and Li (2004). Smoothing categorical variables is designed to utilize data from the neighboring strata to help improve the estimation efficiency. The neighboring strata may have similar characteristics as the target stratum. One way to define neighboring strata for a target cell $x^u$ is based on the number of different components from $x^u$. The nearest neighbors consist of cells that have only one different component, the second-nearest neighbors have two different components and so on. We believe the strata that are more similar to $x^u$ should lend more information to the estimation at $x^u$ than the strata with more differences. This data borrowing is ideally suited for the census since small post-strata sizes are often encountered.

Suppose $X^u_j$, the $j$th component of $X^u$, takes $c_j$ values in [0, 1, . . . , $c_j - 1$]. The bandwidth for smoothing $X^u_j$ is $\lambda_j$ and the kernel weight at $x^u_j$ is

$$\lambda_j I(X^u_{ij} = x^u_j) + \frac{1 - \lambda_j}{c_j - 1} I(X^u_{ij} \neq x^u_j),$$

where $I(\cdot)$ is the indicator function and $\lambda_j$ takes values in $[c_j^{-1}, 1]$. Assigning $\lambda_j = c_j^{-1}$ leads to a uniform weight irrespective of the difference between $X^u_{ij}$ and $x^u_j$, whereas $\lambda_j = 1$ gives a weight of 1 if $X^u_{ij} = x^u_j$ and zero otherwise, which coincides with the standard weight. The other $\lambda_j$ values between $c_j^{-1}$ and 1 offer a range of choices for efficiency improvement. The kernel used to smooth the entire $X^u = (X^u_1, . . . , X^u_L)$ at $x^u = (x^u_1, . . . , x^u_L)$ is

$$L(x^u, X^u; \lambda) = \prod_{j=1}^{L} \left\{ \lambda_j I(x^u_{ij} = x^u_j) + \frac{1 - \lambda_j}{c_j - 1} I(x^u_{ij} \neq x^u_j) \right\},$$

where $\lambda = (\lambda_1, . . . , \lambda_L)$ is the bandwidth vector. The overall kernel weight drawn from $X_e = (X^u_1, X^u_L)$ for local estimation at $x = (x^u, x^u)$ is $K_h(x^u - X^u) L(x^u, X^u; \lambda)$.

The kernel estimator of $p(x)$ with no missing values is

$$\hat{p}_0(x) = \frac{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda) Y_i}{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda)}.$$  

The above estimator belongs to the class of Nadaraya–Watson type kernel regression estimators (Härdle 1990 and Signorini and Jones 2004). It has similar properties as the estimator considered in Racine and Li (2004) that accommodates both continuous and discrete covariates. The kernel estimator (4.2) carries out a weighted average of the binary responses $Y_i$ in such a way that the “closer” a $X_i$ is to $x$, the larger the weight assigned by the $a$ kernel. An estimator for $e(x, s)$ based on the E-sample records is obtained by changing $Y_i$, $np$, and $X_i$ in (4.2) to $e_i$, $np$, and $(X_i, S_i)$, respectively.

### 5. INCORPORATING MISSING VALUES

As illustrated earlier, both the match and correct enumeration indicators $Y_i$ and $e_i$ can have missing values. Let $\delta_i$ and $\eta_i$ be the missing value indicators of $Y_i$ and $e_i$, respectively, namely $\delta_i, \eta_i = 0$ (1) for missing (observed) $Y_i, e_i$. In this paper, we account only for missing values of $Y_i$ and $e_i$. An extension to account for the missing values of covariates $X_i$ will be considered in a separate study. Extensive effort has been made to carry out follow-up interviews to collect more information for subsequent matching. Reasons for sending cases out for a follow-up interview are related to the missingness in $Y$ and $e$. We take this into account by incorporating extra variables $Z$ in the estimation.

Missing at random (MAR) (Rosenbaum and Rubin 1983) is an important assumption in missing data analysis. This assumption means that $P(\delta_i = 1 | Y_i, X_i) = P(\delta_i = 1 | X_i) =: w_p(X_i)$, where $w_p$ is the missing propensity of $Y_i$.

The MAR in the above form may not be a realistic assumption for the census. Analyses on the census data indicate that extra variables in addition to $X_i$ may be associated with the missingness. For instance, the match code groups (MCG) and the mover status (nonmover or in/out-mover) in the P sample have been shown to be influential in Belin et al. (1993) and Cantwell et al. (2001). To reflect these prior results, we shall also assume that in addition to $X_i$, there are extra P-sample covariates $Z^p_i \lambda$ that are related to the missingness of $Y_i$. Specifically, we assume that $Y_i$ is missing at random given $(X_i, Z^p_i)$

$$P(\delta_i = 1 | Y_i, X_i, Z^p_i) = P(\delta_i = 1 | X_i, Z^p_i) =: w_p(X_i, Z^p_i),$$

where $w_p(x, z)$ is the unknown P-sample missing propensity. At the same time, we assume $E(\delta_i | X_i, Z^p_i) = p(X_i)$ and $\text{var} (Y_i | X_i, Z^p_i) = \sigma^2(X_i)$ which means that $Z^p$ does not have any predictive power for the enumeration of individuals.

For the missingness of $e_i$, we assume that $e_i$ is MAR given $(X_i, S_i, Z^p_i)$ where $Z^p_i$ are extra E-sample variables that affect the missingness of $e_i$, namely

$$P(\eta_i = 1 | e_i, X_i, S_i, Z^p_i) = P(\eta_i = 1 | X_i, S_i, Z^p_i) =: w_e(X_i, S_i, Z^p_i).$$

Like $Z^p_i$, $Z^p_i$ does not affect the correction enumeration, namely $E(e(x, S, Z^p) = e(x, S)$ and $\text{var} (e(x, S, Z^p) = \sigma^2(x, S)$.

We now discuss estimation of $p(x)$ and $e(x, s)$ in the presence of missing values. We first introduce the so-called complete case estimator

$$\hat{p}_c(x) = \frac{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda) Y_i \delta_i}{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda) \delta_i}.$$  

Although this estimator is consistent, its efficiency can be improved (Chen and Tang 2008a) by imputing each missing $Y_i$ by $\hat{p}_c(X_i)$. This leads to the imputation based estimator

$$\hat{p}(x) = \frac{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda) \delta_i Y_i + (1 - \delta_i) \hat{p}_c(X_i)}{\sum_{i=1}^{np} K_h(x^u - X^u) L(x^u, X^u; \lambda)}.$$  

(5.4)
The complete-case estimator for \( e(\mathbf{x}, \mathbf{s}) \), say \( \hat{e}_c(\mathbf{x}, \mathbf{s}) \), can be formulated in a same way by using the discrete kernel smoothing on \( \mathbf{S} \). As \( S \) is not observable outside the A.C.E., we estimate the marginal correct enumeration \( e(\mathbf{x}) = E[e(\mathbf{X}, \mathbf{S})|\mathbf{X} = \mathbf{x}] \) by

\[
\hat{e}(\mathbf{x}) = \sum_{i=1}^{n_i} K_h(\mathbf{x} - \mathbf{x}_i^u)L(\mathbf{x}_i^u, \mathbf{X}_i^u; \lambda) \\
\times \{\eta_i e_i + (1 - \eta_i)\hat{e}_c(X_i, S_i)\}
\]

\[
\sum_{i=1}^{n_i} K_h(\mathbf{x} - \mathbf{x}_i^u)L(\mathbf{x}_i^u, \mathbf{X}_i^u; \lambda). \tag{5.5}
\]

With the kernel estimators \( \hat{e}(\mathbf{x}) \) and \( \hat{p}(\mathbf{x}) \), the local post-stratification estimator of the population size that takes into account both erroneous enumerations and missing values is

\[
\hat{N} = \sum_{i \in C} \frac{\hat{e}(X_i)}{\hat{p}(X_i)}. \tag{5.6}
\]

which is of the same type as those in Haberman, Jiang, and Spencer (1998) and Griffin (2005). Conditions under which (5.6) and (5.7) are consistent are available in Chen, Tang, and Mule (2009). See also Chen and Tang (2008b) for more technical details.

The population size of a small geographic area or demographic domain, say \( S \), can be estimated by

\[
\hat{N}_S = \sum_{i \in C \cap S} \frac{\hat{e}(X_i)}{\hat{p}(X_i)}. \tag{5.7}
\]

6. BANDWIDTH SELECTION

In implementing the nonparametric estimation, the smoothing bandwidths \((h, \lambda)\) need to be determined. We propose two-stage bandwidth selection based on a cross-validation. The first stage selects the bandwidth for smoothing the continuous variable, and the second stage selects the ones for smoothing the discrete variables.

For the estimation of \( p(\mathbf{x}) \), the discrete variables \( \mathbf{x}^u \) are \( \{x^u_7(\text{Race Domain}), x^u_2(\text{Region}), x^u_3(\text{Sex}), x^u_6(\text{Tenure})\} \) which define 112 cross-classification categories \( \mathcal{C}(\mathbf{x}^u) \). The three large race domains (White, Hispanic, and Black) have a large amount of data, the other domains experience different levels of sparsity. The same is seen for renters and owners. To reflect the varying levels of sparsity in the data, we select 112 \( h \)-bandwidths for each category. Let

\[
\hat{p}_{h,\lambda}(\mathbf{x}) = \frac{\sum_{i \in \mathcal{P}, j \neq i} K_h(\mathbf{x} - \mathbf{x}_j) L(\mathbf{x}_j, \mathbf{X}_j; \lambda) \delta_i Y_i}{\sum_{i \in \mathcal{P}, j \neq i} K_h(\mathbf{x} - \mathbf{x}_j) L(\mathbf{x}_j, \mathbf{X}_j; \lambda) \delta_i}
\]

be the complete case estimator formed by leaving out the \( i \)th individual, and let \( h(\mathbf{x}^u) \) be the \( h \)-bandwidth used in the \( \mathbf{x}^u \)-category \( \mathcal{C}(\mathbf{x}^u) \). The first-stage cross-validation (CV) score function for selecting \( h(\mathbf{x}^u) \) is

\[
CV_c(h) = \sum_{i \in \mathcal{C}(\mathbf{x}^u)} \{Y_i - \hat{p}_{h,\lambda}(\mathbf{x}_i)\}^2 \delta_i,
\]

found by setting the discrete bandwidths \( \lambda \) to 1, the vector of 1s. Let \( h^c(\mathbf{x}^u) \) be the bandwidth that minimizes \( CV_c(h) \). We repeat this procedure for all 112 categories by changing \( \mathbf{x}^u \) values.

In the second stage, we define the CV score for \( \lambda = (\lambda_1, \ldots, \lambda_4) \) as

\[
CV_\lambda(h) = \sum_{i \in \mathcal{P}} \{Y_i - \hat{p}_{h,\lambda}(\mathbf{x}_i)\}^2 \delta_i,
\]

which is found by plugging in the \( h^c(\mathbf{x}^u) \) obtained in the first stage. We choose \( \lambda^c(\mathbf{x}^u) \) by minimizing the above CV score. These procedures can be used to select bandwidths for \( e(\mathbf{x}, \mathbf{s}) \).

7. POST–STRA TIFICATION AND LOGISTIC REGRESSION

When we analyze the census data, two other approaches are compared with the proposed local post-stratification estimator (5.6). The first is post-stratification. This approach has been used in the past three census dual system estimations. The second uses a logistic regression approach to estimate the match and correct enumeration probabilities. This is the approach that is planned to be implemented for the 2010 Census Coverage Measurement.

7.1 Post-Stratification

Post-stratification is designed to form homogeneous post-strata with respect to the census capture probabilities (Hogan 2003). In addition to reducing heterogeneity, the post-strata are used for synthetic estimation of subpopulations below the post-stratum level. To allow consistency and comparability between the local post-stratification and the post-stratification, both approaches use region, race/Hispanic origin domain, age, sex, and tenure as the covariates. Specifically, we use race/Hispanic origin (7 levels: American Indian or Alaska Natives on Reservation, Off-Reservation American Indian or Alaska Native, Hispanic, Non-Hispanic Black, Native Hawaiian or Pacific Islander, Non-Hispanic Asian, and Non-Hispanic white or other races), Region (4 levels: Northeast, Midwest, South, and West), housing tenure (2 levels: owner and renter), sex (2 levels), and age. For the three large race domains (Hispanic, Black, and White), the age and sex are combined to form 8 groups: (0–9, 10–17, 18–29 male, 18–29 female, 30–49 male, 30–49 female, 50+ male, and 50+ female). Each of the three larger domains has 64 post-strata, formed by crossing the 4 regions with the 2 tenures and the 8 age/sex groups. For the two smaller race domains, American Indian living on reservation and Non-Hispanic Asian, we combine the Northeast, Midwest, and South regions into one region. Thus, each of these two domains has 32 post-strata by crossing 2 regions with 2 tenures and 8 age/sex groups. For American Indians living off reservation, there are only 16 strata after we combine all regions into one. For the Native Hawaiian and Pacific Islander domain, there are only 8 strata, formed by crossing 2 housing tenures with 4 age/sex groups: (0–9, 10–17, 18+ males, 18+ females). This collapsing led to a total of 280 post-strata that are different from the post-strata used for the March 2001 A.C.E. or the A.C.E. Revision II.

This post-stratification was based on research in Schindler (2008). It was able to utilize region more effectively when forming post-strata for several of the minority domains. The age/sex groupings are the same as those used in the A.C.E. Revision II estimation. The post-stratification for the A.C.E.'s
original estimates (Haines 2001) or the A.C.E. Revision II estimates (Kostanich 2003) used region only for the Non-Hispanic White domain.

Let \( S_j \) be the 280 post-strata defined by the covariates in ROAST plus region. Let \( n_{pl} \) and \( n_{pel} \) be respectively the numbers of P-sample and E-sample observations in the stratum \( S_j \), and \( \hat{n}_{pel} \) be the number of definite matches in \( S_j \). The underlying assumption of post-stratification is that both \( p(x) \) and \( e(x) \) functions are piecewise constant within each stratum. Under this assumption, the equivalent form of the imputation-based local post-stratification estimator (5.4) is

\[
\hat{p}_{pl}(x) = \frac{\hat{n}_{pel} + n_{pel}}{n_{pl}} \quad \text{for } x \in S_j, \tag{7.1}
\]

where \( n_{pel} \) is the number of imputed matches assigned to the unresolved cases. The post-stratification estimator \( \hat{e}_{pl}(x) \) for \( e(x) \) is similarly defined. The post-stratification based population size estimator is

\[
\hat{N}_l = \sum_{i=1}^{280} \sum_{i \in S_j} \hat{p}_{pl}(X_i). \tag{7.2}
\]

We have not incorporated the sampling weights when formulating these estimators in order to keep the notation simple. Analysis of the A.C.E. data in Section 8 incorporates the weights.

7.2 Logistic Regression

The following logistic model with 86 main effects and interactions was considered for \( p(x) \):

\[
\logit[p_{log}(x)]
= \text{Intercept} + \text{Age} + (\text{Age}^2 - (\text{Age} - 17)^2)
\]
\[
+ \text{(Age - 17)}_+ + (\text{Age - 20})_+ + \{(\text{Age - 20})_+^2
\]
\[
- (\text{Age - 50})_+^2 + (\text{Age - 50})_+ + \text{Race + Sex}
\]
\[
+ \text{Tenure + Region + Race * (Tenure + Sex)}
\]
\[
+ \text{Tenure * Sex + (Tenure + Sex + Black + Asian}
\]
\[
+ \text{Indian on Reservation) * Age Splines}
\]
\[
+ \text{Regions * (Tenure + Hispanic + Hispanic * Tenure}
\]
\[
+ \text{Black + Black * Tenure + Asian}
\]
\[
+ \text{Asian * Tenure)}, \tag{7.3}
\]

where \( (a)_+ = aI(a > 0) \) is the positive truncation function, race corresponds to the seven racial domains, and Hispanic, Black, Asian, and American Indian on Reservations are binary indicators of being in that domain. A similar model is used to model \( e(x, s) \).

In addition to the main effects and their interactions based on the four discrete variables race, sex, tenure and region, the logistic regression model uses six truncated polynomial pieces to form age splines. The age splines specify quadratic forms from age 0 to 17 and from age 20 to 50. It also specifies a linear form from 17 to 20 and from age 50 on; see Mule et al. (2007) for more details. The logistic model also includes interactions between the four discrete covariates and the six polynomial splines. This is an attempt to model the age effect continuously instead of keeping it fixed over post-strata. Smith (1979) presented a spline regression based on truncated polynomial functions that allows standard multiple regression procedures to be used. Malec et al. (1997) used piecewise linear splines to model the age effect in their small area inference in the National Health Interview Survey. Nandram and Choi (2005) used a similar join-point regression model of age in hierarchical Bayesian nonignorable nonresponse regression models for small area estimation.

A similar logistic regression model to (7.3) is used to model the correct enumeration function \( e(x, s) \). Griffin (2005) provides details on applying the logistic regression approach for missing values and extra covariate in estimation of \( e(x, s) \). Let \( \hat{p}_{log}(x) \) and \( \hat{e}_{log}(x) \) be the logistic regression estimators of \( p(x) \) and \( e(x) \). The logistic regression based population size estimator is

\[
\hat{N}_{log} = \sum_{i \in S_j} \frac{\hat{e}_{log}(X_i)}{\hat{p}_{log}(X_i)}. \tag{7.4}
\]

The logistic regression approach represents a step forward from the post-stratification in actively modeling heterogeneity in the enumeration and correct enumeration due to covariates. The model of the heterogeneity is described fully parametrically by (7.3). Like any parametric approach, it is subject to the risk of model misspecification. The proposed local post-stratification is similar to the logistic regression in that both try to incorporate the age effect and the interactions among the covariates. The difference is that the local post-stratification approach does not impose the effects of the covariates explicitly and allows the data determine it.

8. ANALYZING CENSUS DATA

We analyzed the 2000 A.C.E. data using the three population size estimators: the local post-stratification, the post-stratification, and the logistic regression. All three estimators used the same set of covariates, ROAST plus region, in the estimation of \( p(x) \) and ROAST plus region plus MCG in the estimation of \( e(x, s) \).

We used the March 2001 A.C.E. data to estimate \( p(x) \) and \( e(x, s) \). We then constructed population size estimates for each category in \( \{C(x, s)\} \) defined by the four discrete covariates. Each record in the samples is properly weighted reflecting the multiphase sampling procedure in the census.

We are aware that there are some measurement and enumeration errors in the original A.C.E. estimates. Results reported here are for research purposes only to show the performance of different estimation procedures. We could carry out our estimation based on the A.C.E. Revision II data that corrected some errors in the A.C.E. These corrections were based on the results of additional computer matching and a further evaluation of a 10% subsample of the full A.C.E. data (U.S. Census Bureau 2004). Our choice of the original A.C.E. data is to show how different estimation approaches work for the usual dual system estimation situation without having to deal with the special A.C.E. issues. Also, since the full A.C.E. has 10 times more data than the evaluation sample, using the full data will largely reduce the variability of the final population size estimates.

In the 2000 census, a person with two or more recorded characteristics is called a data-defined person. Let \( D \) be the set of data-defined census persons, which is a subset of all census
persons $C$. People with fewer than two characteristics recorded (non-data-defined persons) were removed from the E sample and the correct enumeration determination. These cases were also excluded from matching of the P sample to the census. The number of removed persons was about 8,000,000. For the estimators shown in (5.6), (7.2), and (7.4), we restrict $C$ to $D$. For the P sample, we used only the nonmovers and out-movers, namely Procedure A for handling movers. As expected, our estimates are lower than the A.C.E. estimates released in March 2001 that used the PES-C method (which used the in-movers to estimate the total mover population and out-movers to determine the match rate of the mover population) for most of the post-strata (U.S. Census Bureau 2004).

In addition to Figure 1 shown earlier, we display in Figure 2 the kernel estimates of $e(x)$ for the same categories of $(C(x'))$ shown in Figure 1. Both Figures 1 and 2 contain estimates using the post-stratification and the logistic regression approaches so comparisons can be made among the three. It is observed from these figures that the region and ROAST variables contribute significantly to the heterogeneity seen in both the enumeration and correct enumeration functions. The age effect was the most noticeable, as seen by the dip in enumeration probability between age 17 and 25. The kernel estimates also change significantly with respect to the other ROAST variables. Although the post-stratification accounted for much of the age heterogeneity, some still remained. The local post-stratification revealed more details on the heterogeneity than seen by the post-stratification. The logistic regression estimates were able to account for more heterogeneity than the post-stratification. However, its use of linear or quadratic polynomials over the predetermined age groups made its results less responsive to local data features, as is evident from the local post-stratification approach.

To gain information on the missingness, we show in Figure 3 the kernel estimates of the missing propensity score $w_c(x, x')$ with $x'$ being the matching code group (MCG) variable. These estimates can be constructed in the form of (4.2) by replacing $Y_i$ with the missing indicator $\eta_i$. Figure 3 shows that, like the enumeration and correct enumeration functions, there is a lot of heterogeneity in the missing propensity function. Panel (a) shows that MCG is associated with different levels of missingness. The heterogeneity in the missingness also differs among the different race/domain groups, as seen in panels (b), (c), and (d). These confirm the association of MCG with missingness in the E-sample correct enumeration.

For the post-stratification and logistic regression estimates, we implemented similar missing data procedures as those used in the A.C.E. (Cantwell and Ikeda 2003). When the correct enumeration or match status was missing, mean cell imputation was used. For the correct enumeration status, initial cells were formed based on the match code groupings. As in the A.C.E., additional cells were formed within some of the match code groupings. Three of the groups were split into (i) Non-Hispanic whites and (ii) all others. The partial household non-matches group was split into (i) whether the case was an 18 to 29 year old child of the reference person or (ii) all other cases. For match status, nonmovers and out-movers were the two cells formed. The estimates from these two approaches did not utilize certain covariates, such as the amount of characteristic imputation or the results of housing unit matching, that were used in the A.C.E. This was done so that these results could be more comparable to the results based on the initial X and extra Z covariates used in the local post-stratification approach.

As can be seen from the estimator shown in (5.6), the functional ratio of $e(x)/p(x)$ contributes significantly to the population size estimates. We call it the correction ratio function. If, in an ideal situation, $e(x)/p(x) = 1$ for all $x$ or is piecewise constant with respect to the post-stratification, then there would be no bias in the population size estimates despite the heterogeneity in both $p(x)$ and $e(x)$ seen in Figures 1 and 2. This would mean that the bias due to the heterogeneity in $p(x)$ and $e(x)$ are canceling each other. To check on this possibility, we plot in Figure 4 estimates of $e(x)/p(x)$ based on the three estimation

![Figure 2. Estimation of the correct enumeration function $e(x)$ by the local post-stratification (solid line), post-stratification (dashed line), and logistic regression (dotted line).](image-url)
approaches. As a reference, we also show the 95% confidence bands for the local post-stratification estimates based on a jackknife method whose details will be provided later.

It is observed from Figure 4 that there is indeed some cancellation of the heterogeneity between \( p(x) \) and \( e(x) \). However, the heterogeneity is still apparent in the correction ratios although it is much less than the heterogeneity observed for \( p(x) \) and \( e(x) \). The reduction is expected because of a strong positive correlation between the \( p(x) \) and \( e(x) \) estimates due to overlapping E and P samples. We note from Figure 4 that the logistic regression estimates of the ratio were quite different than the estimates from the local post-stratification and post-stratification approaches over a large interval of ages. It suggests an increasing and then decreasing trend in the ratio that is probably due to

Figure 3. Estimates of the E-sample missing propensity function by the local post-stratification for selected MCG groups and the racial domains; MCG 4—Whole household nonmatches where the housing units matched, MCG 7—Household nonmatches where the housing units did not match in housing units matching, and MCG 10—Target Extended Search People.

Figure 4. Estimation of the ratio of \( e(x)/p(x) \) by local post-stratification with 95% estimated confidence bound (solid line), post-stratification (dashed line), and logistic regression (dotted line). A color version of this figure is available in the electronic version of this article.
the forms of the age splines. Overall, we see that the local post-stratification varies from the post-stratification estimates with local post-stratification showing more local features. It is reasonable to say that the correlation ratios are heterogeneous with respect to the covariate $X$. Hence, the correlation bias will be present in the dual system estimates when the post-stratification is applied. This is especially a concern for any synthetic estimates from the post-stratification approach as the estimates would be subject to synthetic error.

We then calculated population estimates for each of the 112 categories \{\mathcal{C}(x^u)\} defined by the discrete covariates. Let $N(x^u)$ be the unknown population size of $\mathcal{C}(x^u)$. We used the census counts for these cells as the baseline and report the percentages of undercounts based on the population estimate

$$\hat{N}(x^u) = \sum_{i \in \mathcal{C}(x^u)} \hat{e}(x_i) \frac{p(x_i)}{\hat{p}(x_i)},$$

(8.1)

Let $|\mathcal{C}(x^u)|$ be the census count for $\mathcal{C}(x^u)$, so the total census count is $|\mathcal{C}| = \sum_{x^u} |\mathcal{C}(x^u)|$. The percentages of undercount in $\mathcal{C}(x^u)$ and in the entire census are, respectively,

$$u(x^u) = \frac{\hat{N}(x^u) - |\mathcal{C}(x^u)|}{\hat{N}(x^u)} \quad \text{and} \quad u = \frac{\hat{N} - |\mathcal{C}|}{\hat{N}}.$$  

(8.2)

To obtain the standard errors, we used a jackknife variance estimation approach (Shao and Wu 1989), which is commonly used in estimating variance in survey samples (Shao and Tu 1995 and Wolter 2007). The conventional delete-one jackknife variance estimation approach is not applicable since the primary sampling units (PSU) in the A.C.E. are clusters of collection blocks. Deleting one individual or even one household is inadequate in reflecting the multiphase sampling procedure used in the A.C.E. and would result in biased variance estimates. To respect the multiphase sampling procedure in the A.C.E., we considered the delete-one-PSU method for the jackknife variance estimation. Because the delete-one PSU approach results in a large number of replicates (around 30,000), we formed 100 random groups according to the last two digits of the cluster identification numbers. We then performed the jackknife variance estimation based on the 100 random groups. For the proposed local post-stratification estimation, let $\hat{p}^{-j}(x)$ and $\hat{e}^{-j}(x)$ be the estimates of $p(x)$ and $e(x)$ made by leaving out the $j$th group. The leave-out-one-group correction ratio estimate is $\hat{r}^{-j}(x) = \hat{e}^{-j}(x)/\hat{p}^{-j}(x)$. Based on the 100 jackknife replicates, the variance of $\hat{r}(x)$ is estimated by

$$v_r^2(x) = \frac{99}{100} \sum_{j=1}^{100} \left( \hat{r}_j^{-j}(x) - \hat{r}_1(x) \right)^2,$$

(8.3)

which is used to form the 95% confidence bands for the correction ratio as shown in Figure 4. The jackknife replicates for the populations size are, for $j = 1, \ldots, 100$,

$$\hat{N}^{-j} = \sum_{i \in \mathcal{C}} \frac{\hat{e}^{-j}(X_i)}{\hat{p}^{-j}(X_i)},$$

and the jackknife variance estimate of $\hat{N}$ is $v_{\hat{N}}^2 = \frac{99}{100} \times \sum_{j=1}^{100} (\hat{N}^{-j} - \hat{N})^2$. The jackknife variance estimation of the population size estimates and percentages of undercounts for other subpopulations can be carried out in a similar fashion.

Table 1 reports the percentages of undercounts and their standard errors for the entire U.S., the seven race/origin domains, the four regions, and housing tenure using the three estimation approaches. Figure 5 shows the undercounts for the 80 age groups and Figure 6 shows the correction ratios for four of the 112 demographic categories. The undercount estimates among the three estimation methods are not that different for broader aggregates of demographic categories including the entire U.S., the two types of housing tenure, and the four regions. This is satisfying and shows that the effect of the correlation bias with the post-stratification estimate is not very severe for larger population aggregates. This is not due to a lack of the correlation bias in the dual system estimation, but rather the can-

<table>
<thead>
<tr>
<th>Domain</th>
<th>Local P-S</th>
<th>P-S</th>
<th>Logistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. National</td>
<td>0.94 (0.15)</td>
<td>0.92 (0.15)</td>
<td>0.92 (0.15)</td>
</tr>
<tr>
<td>AIANR</td>
<td>3.47 (1.66)</td>
<td>4.48 (1.19)</td>
<td>4.45 (1.14)</td>
</tr>
<tr>
<td>AIANO</td>
<td>2.45 (1.19)</td>
<td>2.81 (1.14)</td>
<td>2.57 (1.11)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2.46 (0.37)</td>
<td>2.45 (0.36)</td>
<td>2.44 (0.36)</td>
</tr>
<tr>
<td>Non-Hisp Black</td>
<td>1.87 (0.31)</td>
<td>1.82 (0.30)</td>
<td>1.83 (0.31)</td>
</tr>
<tr>
<td>Hawaiian &amp; PI</td>
<td>5.10 (3.11)</td>
<td>4.59 (2.87)</td>
<td>4.55 (2.91)</td>
</tr>
<tr>
<td>Non-Hisp Asian</td>
<td>0.63 (0.66)</td>
<td>0.56 (0.66)</td>
<td>0.51 (0.65)</td>
</tr>
<tr>
<td>White &amp; Other</td>
<td>0.48 (0.15)</td>
<td>0.47 (0.16)</td>
<td>0.46 (0.16)</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.21 (0.27)</td>
<td>0.19 (0.27)</td>
<td>0.27 (0.28)</td>
</tr>
<tr>
<td>Midwest</td>
<td>0.30 (0.18)</td>
<td>0.30 (0.18)</td>
<td>0.28 (0.19)</td>
</tr>
<tr>
<td>South</td>
<td>1.63 (0.24)</td>
<td>1.60 (0.24)</td>
<td>1.56 (0.25)</td>
</tr>
<tr>
<td>West</td>
<td>1.09 (0.30)</td>
<td>1.08 (0.30)</td>
<td>1.09 (0.30)</td>
</tr>
<tr>
<td>Owner</td>
<td>0.22 (0.17)</td>
<td>0.23 (0.17)</td>
<td>0.22 (0.17)</td>
</tr>
<tr>
<td>Renter</td>
<td>2.48 (0.25)</td>
<td>2.40 (0.26)</td>
<td>2.40 (0.25)</td>
</tr>
</tbody>
</table>

Figure 5. Estimated percentage undercount for single age groups by local post-stratification, post-stratification, and logistic regression.
Figure 6. Estimated correct ratio $\hat{e}(x)/\hat{p}(x)$ and undercounts (given in the legends) for some demographic categories by the local post-stratification (solid line), post-stratification (dashed line), and logistic regression (dotted line). The legends report the percentages of undercount and their standard errors in parentheses. A color version of this figure is available in the electronic version of this article.

cancellation of biases among sections of the population. Indeed, when we evaluate estimates for smaller subpopulations, larger differences emerge. These differences are seen in the estimates for smaller racial domains in Table 1 and for single years of age in Figure 5. The difference in undercount estimates are as large as 1% in some places, which is substantial considering the size of these subpopulations. Figure 6 shows that for even smaller demographic categories there are large discrepancies among these estimates.

The largest discrepancy (almost 1%) among the Table 1 estimates is for the American Indians living on reservations, which has the smallest sample size in A.C.E. As the data is sparse in certain areas of the covariate space (in particular for some of the age intervals), the local post-stratification employed larger bandwidths to smooth for age. Plots of the correction ratios show large differences for the three regions other than “West” between the local post-stratification and the other two approaches. This led to a lower population size estimate by the local post-stratification approach. We note the undercount estimates had a larger standard error for another small domain, the Native Hawaiian and Pacific Islander. This is likely caused by the sparsity of data among the jackknife replications in the variance estimation.

The local post-stratification and the logistic regression produced similar single age undercount estimates. The post-stratification significantly underestimates the undercount for ages between 30 and 40, and 50 to 60, and overestimates the results in some other age intervals as well. The local post-stratification detects age heaping at ages 50 and 65, which reflects a known aspect of the census data. At the same time, the logistic model produced a smoother trend of the undercount es-
To examine the sensitivity to the non-data-defined cases, two sets of state estimates derived from a generic form in line with (5.7): $\hat{N}_S = \sum_{i \in C \cap S} \left(1 - \Pi(X_i)\right) \frac{\hat{v}(X_i)}{\hat{p}(X_i)}$, (8.4)

where $\Pi(X_i)$ denotes a rate function for an individual with covariate $X_i$ for being non-data-defined, and $S$ denotes the state. To examine the sensitivity to the non-data-defined cases, two forms of $\Pi(x)$ were considered that led to two sets of state estimates.

Results for selected states are shown in Table 2. The first set of state estimates ($\hat{\mu}_1$ in Table 2) were obtained by assigning $\Pi(\hat{X}_i)$ to be the indicator of whether the person record was non-data-defined. This gave the same estimates as those shown earlier that used (8.1). This estimator is equivalent to the first alternative method in Brown and Zhao (2008). The second set of state estimates ($\hat{\mu}_2$) was obtained by modeling the rate function $\Pi(\hat{X}_i)$ based on the census records. We used region, tenure, and basic demographic variables to create 8,960 cross classifications of covariates for the local post-stratification and 9,072 for the post-stratification and logistic regression in the estimation of $\Pi(X_i)$. This is similar to the Census Bureau’s Coverage Correction Factor approach (Hogan 2003; Brown and Zhao 2008). The difference in the numbers of cross classifications was due to using different minimum age between the local post-stratification and the other two methods. The local post-stratification estimation started from age 1 by merging ages 0 and 1 together, while the other two methods started from age 0. We also show estimates ($\hat{\mu}$) where we estimate the $\Pi(\hat{X}_i)$ rate, correct enumeration rate and match rate for the 280 post-strata. This is the same synthetic approach used by the bureau as reported in Hogan (2003). This approach allocated the population in each post-stratum proportionally to subgroup census counts (including imputations).

Table 2 reports the results of the two sets of undercount estimates for selected states grouped by the four census regions together with their estimated standard errors. The results show that the three estimation methods produced similar results within each set of $\hat{\mu}_1$ or $\hat{\mu}_2$ estimates. There are some important differences between the two sets of estimates for each of the three estimating methods. This is similar to the findings in Brown and Zhao (2008). It is seen that states with lower data-defined rates like New York tended to have overcounts in the $\hat{\mu}_1$-estimates but have undercounts in the $\hat{\mu}_2$-estimates. The reverse was seen in the Midwest states like Nebraska and Iowa. Results from the second set of estimates were very comparable to the synthetic estimates based on 280 post-strata using the bureau’s A.C.E. synthetic approach.

### Table 2. State level research estimates of undercount percentage and their standard errors (in parentheses) for the local post-stratification (Local P-S), the post-stratification (P-S), and logistic regression (Logistic)

<table>
<thead>
<tr>
<th>State</th>
<th>$r$</th>
<th>$\hat{\mu}$</th>
<th>$\hat{\mu}_1$</th>
<th>$\hat{\mu}_2$</th>
<th>$\hat{\mu}_1$</th>
<th>$\hat{\mu}_2$</th>
<th>$\hat{\mu}_1$</th>
<th>$\hat{\mu}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>97.5</td>
<td>0.27</td>
<td>0.96 (0.27)</td>
<td>0.25 (0.27)</td>
<td>0.93 (0.27)</td>
<td>0.23 (0.27)</td>
<td>1.01 (0.28)</td>
<td>0.31 (0.29)</td>
</tr>
<tr>
<td>NY</td>
<td>95.1</td>
<td>0.4</td>
<td>-0.73 (0.29)</td>
<td>0.37 (0.29)</td>
<td>-0.77 (0.29)</td>
<td>0.33 (0.29)</td>
<td>-0.68 (0.31)</td>
<td>0.43 (0.3)</td>
</tr>
<tr>
<td>VT</td>
<td>96.1</td>
<td>0.18</td>
<td>-1.05 (0.29)</td>
<td>0.18 (0.29)</td>
<td>-1.08 (0.3)</td>
<td>0.17 (0.29)</td>
<td>-1.05 (0.3)</td>
<td>0.19 (0.3)</td>
</tr>
<tr>
<td>IL</td>
<td>96.6</td>
<td>0.55</td>
<td>-0.23 (0.24)</td>
<td>0.59 (0.24)</td>
<td>-0.24 (0.24)</td>
<td>0.57 (0.24)</td>
<td>-0.29 (0.24)</td>
<td>0.52 (0.24)</td>
</tr>
<tr>
<td>IA</td>
<td>98.4</td>
<td>0.15</td>
<td>0.52 (0.17)</td>
<td>0.16 (0.17)</td>
<td>0.52 (0.17)</td>
<td>0.16 (0.17)</td>
<td>0.49 (0.17)</td>
<td>0.12 (0.17)</td>
</tr>
<tr>
<td>NE</td>
<td>98.4</td>
<td>0.33</td>
<td>0.93 (0.18)</td>
<td>0.34 (0.18)</td>
<td>0.93 (0.18)</td>
<td>0.34 (0.18)</td>
<td>0.89 (0.19)</td>
<td>0.31 (0.19)</td>
</tr>
<tr>
<td>DC</td>
<td>96.1</td>
<td>2.44</td>
<td>2.14 (0.34)</td>
<td>2.51 (0.34)</td>
<td>2.1 (0.34)</td>
<td>2.46 (0.34)</td>
<td>2.03 (0.35)</td>
<td>2.4 (0.35)</td>
</tr>
<tr>
<td>LA</td>
<td>97.1</td>
<td>1.59</td>
<td>1.74 (0.23)</td>
<td>1.64 (0.23)</td>
<td>1.69 (0.23)</td>
<td>1.6 (0.23)</td>
<td>1.65 (0.24)</td>
<td>1.56 (0.24)</td>
</tr>
<tr>
<td>TX</td>
<td>96.5</td>
<td>1.89</td>
<td>1.72 (0.32)</td>
<td>1.95 (0.32)</td>
<td>1.68 (0.32)</td>
<td>1.91 (0.32)</td>
<td>1.65 (0.33)</td>
<td>1.87 (0.33)</td>
</tr>
<tr>
<td>AK</td>
<td>97.4</td>
<td>1.12</td>
<td>1.49 (0.33)</td>
<td>1.15 (0.33)</td>
<td>1.42 (0.32)</td>
<td>1.08 (0.32)</td>
<td>1.39 (0.35)</td>
<td>1.05 (0.35)</td>
</tr>
<tr>
<td>NV</td>
<td>96.1</td>
<td>1.05</td>
<td>0.2 (0.3)</td>
<td>1.08 (0.3)</td>
<td>0.16 (0.29)</td>
<td>1.05 (0.29)</td>
<td>0.17 (0.3)</td>
<td>1.06 (0.3)</td>
</tr>
<tr>
<td>NM</td>
<td>95.5</td>
<td>1.28</td>
<td>0.32 (0.28)</td>
<td>1.22 (0.28)</td>
<td>0.38 (0.28)</td>
<td>1.27 (0.28)</td>
<td>0.39 (0.29)</td>
<td>1.29 (0.29)</td>
</tr>
</tbody>
</table>

9. SIMULATION STUDY

To provide a finite sample evaluation on the performance of the three estimation methods, we conducted a simulation study on a simulated population with a structure that mimics the U.S. population as described by the 2000 census. The size of the simulated population was 281,421,906, which was the same as the 2000 census count. The population was created by generating each person’s state according to the census state population distribution. Each person after being assigned a state was given the ROAST values according to the census marginal frequency distributions for the state. We also tried to match the race by...
housing tenure distribution for each state. Except for the race-tenure dependence, the ROAST variables within each state were assumed to be mutually independent.

We designed \( p(x) \) and \( e(x) \) (no extra covariate \( Z \)) as well as the missing propensity \( w_p(x) \) and \( w_e(x) \) in order to create the simulated P and E samples, respectively. We tried to reflect the heterogeneities in these functions as was revealed in the empirical local post-stratification estimation for the A.C.E data. The population heterogeneity was dependent on region (\( X_1 \)), race (\( X_2 \)), (housing) tenure (\( X_3 \)), sex (\( X_4 \)), and age (\( X_5 \)), with \( X_0 \) being the latent state variable. The four discrete covariates \( (X_0, X_2, X_3, X_4) \) constituted 1428 nonoverlapping cells to which each person’s characteristics (without age) belong uniquely.

Let

\[
l(X_0, X_2, X_3, X_4) = 28(X_0 - 1) + 4(X_2 - 1) + 2(X_3 - 1) + X_4,
\]

be a one-to-one mapping from the 1428 cells, and \( u(t; \beta) = [1 + \exp(-b(t; \beta))]^{-1} \) where \( \beta = (\beta_0, \ldots, \beta_{10}) \).

\[
b(t; \beta) = \beta_0 + \beta_1 t + \beta_2 \phi \left( \frac{t - \beta_3}{\beta_4} \right) + \beta_5 \phi \left( \frac{t - \beta_6}{\beta_7} \right) + \beta_8 \phi \left( \frac{t - \beta_9}{\beta_{10}} \right).
\]

\( \phi(\cdot) \) is the standard normal density, and \( (\beta_2, \beta_3, \beta_5, \beta_6, \beta_7, \beta_8, \beta_9, \beta_4, \beta_{10}) \) represent, respectively, the location, dispersion, and the magnitude parameters. Having three \( \phi(\cdot) \)'s in \( b(t; \beta) \) mimics the fluctuations in \( p(x) \) as observed in the empirical study.

At each cell determined by \( (X_0, X_2, X_3, X_4) \), we assigned \( p(x) = u(x_5; \beta_{1}^{(p)}) \) and \( g(x) = u(x_5; \beta_{1}^{(g)}) \) where the subscript \( l = l(X_0, X_2, X_3, X_4) \) as given in (9.1) and \( x_5 \) denotes the age.

Here \( g(x) \) is the enumeration function that generated the P sample in the simulation. To create a difference in heterogeneity among cells and to make the state variability within one region smaller than the variability observed between two regions, we randomly generated the parameters \( \beta_{1}^{(p)} \) and \( \beta_{1}^{(g)} \) from the following additive model:

\[
\beta_l = \beta_{0,0} + \beta_{1,1} + \beta_{3,2} + \beta_{3,3} + \beta_{4,4},
\]

where for any \( X_a, a \in \{0, \ldots, 4\} \), \( \beta_{a,X_a} \) is a 11-dimensional normal random vector with mean \( \mu_a \) and covariance matrix \( \Sigma_a \). We set \( \mu_2^{(p)} \) and \( \Sigma_2^{(p)} \) as those given in Table 3, \( \mu_3^{(p)} = \mu_4^{(p)} = 0, \Sigma_0^{(p)} = 0.04 \Sigma_2^{(p)}, \Sigma_1^{(p)} = 0.25 \Sigma_2^{(p)}, \Sigma_3^{(p)} = 1.25 \Sigma_2^{(p)}, \) and \( \Sigma_4^{(p)} = 0.09 \Sigma_2^{(p)} \).

We recreated some of the empirical features of \( p(x) \), for instance the White had the highest \( p(x) \) among the seven racial domains, and owners had higher \( p(x) \) than renters. Similarly, we set \( \mu_2^{(g)} \) to the values in Table 2, \( \mu_2^{(g)} = 0 \) for \( a \in \{0, 1, 3, 4\} \) and \( \Sigma_a^{(g)} = \Sigma_a^{(p)} \) for \( a \in \{0, \ldots, 4\} \).

The correct enumeration function \( e(x) \) was

\[
e(x) = \left[ 1 + \exp \left\{ -b(x_5; \beta_{1}^{(e)}) + \phi \left( \frac{x_5 - 65}{2} \right) \right\}
- \phi \left( \frac{x_5 - 70}{2} \right) + \phi \left( \frac{x_5 - 75}{2} \right) \right]^{-1},
\]

which has three more \( \phi(\cdot) \)-terms than \( p(x) \) to allow more fluctuation with respect to age, and \( \beta_{1}^{(e)} \) was specified in a same way as \( \beta_{1}^{(p)} \). The missing propensities \( w_p(x) \) and \( w_e(x) \) were established according to \( w_p(x) = u(x_5; \beta_{1}^{(wp)}) \) and \( w_e(x) = u(x_5; \beta_{1}^{(we)}) \), where \( \beta_{1}^{(wp)} \) and \( \beta_{1}^{(we)} \) were similarly specified as \( \beta_{1}^{(p)} \) with \( \mu_2^{(e)} \), \( \mu_2^{(wp)} \), and \( \mu_2^{(we)} \) given in Table 3, and the other means were 0 and all the other covariate matrices were the same as those of the \( \beta_{1}^{(p)} \)’s.

In each simulation, we applied the above \( p(x) \) and \( g(x) \) on each person in the simulated super-population, which gave rise to two independently simulated censuses: \( C \) by applying \( p(x) \) that mimics the U.S. Census and \( P \) that leads to the P-sample. By comparing the simulated \( C \) with the simulated super-population, the population undercounts for each subpopulation as categorized in Table 1 were obtained. We generated the E and P samples by carrying out a stratified simple random sampling over each state according to the census state population frequency distribution. Both E and P sample sizes were 1 million which was about 1/3 more than the A.C.E. Applying \( e(x) \) and \( w_p(x) \) on the E sample created both erroneous enumerations and unresolved correct enumerations, and a similar application of \( w_p(x) \) led to unresolved matches between the E and P samples.

For each simulated E and P samples, we estimate the entire population and subpopulations using the three estimation methods. The jackknife variance estimation was implemented to estimate the variance of the undercount. The bandwidths of the local post-stratification were selected by the cross-validation procedure. All the simulation results were obtained based on 2000 simulations.
Table 4. Simulation based Bias, Standard Deviation (SD), and Root Mean Squared Error (RMSE) in the estimation of the true undercount percentages ($U$) using the local post-stratification (Local P-S), post-stratification (P-S), and logistic regression (Logistic), together with the jackknife standard deviation estimation (SD).

<table>
<thead>
<tr>
<th>Domain</th>
<th>$U$</th>
<th>Bias SD</th>
<th>RMSE SD</th>
<th>Bias SD</th>
<th>RMSE SD</th>
<th>Bias SD</th>
<th>RMSE SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>3.42</td>
<td>0.002</td>
<td>0.039</td>
<td>-0.016</td>
<td>0.043</td>
<td>-0.006</td>
<td>0.040</td>
</tr>
<tr>
<td>Race 1</td>
<td>6.22</td>
<td>0.040</td>
<td>0.354</td>
<td>-0.042</td>
<td>0.355</td>
<td>-0.035</td>
<td>0.345</td>
</tr>
<tr>
<td>Race 2</td>
<td>7.38</td>
<td>0.013</td>
<td>0.159</td>
<td>-0.042</td>
<td>0.161</td>
<td>-0.079</td>
<td>0.173</td>
</tr>
<tr>
<td>Race 3</td>
<td>3.16</td>
<td>0.030</td>
<td>0.242</td>
<td>0.040</td>
<td>0.242</td>
<td>-0.020</td>
<td>0.241</td>
</tr>
<tr>
<td>Race 4</td>
<td>3.51</td>
<td>-0.020</td>
<td>0.055</td>
<td>-0.021</td>
<td>0.056</td>
<td>-0.016</td>
<td>0.054</td>
</tr>
<tr>
<td>Race 5</td>
<td>7.66</td>
<td>0.071</td>
<td>0.254</td>
<td>-0.10</td>
<td>0.256</td>
<td>0.213</td>
<td>0.316</td>
</tr>
<tr>
<td>Race 6</td>
<td>2.62</td>
<td>0.002</td>
<td>0.125</td>
<td>0.127</td>
<td>0.128</td>
<td>0.002</td>
<td>0.213</td>
</tr>
<tr>
<td>Race 7</td>
<td>0.10</td>
<td>0.011</td>
<td>0.064</td>
<td>0.013</td>
<td>0.064</td>
<td>0.011</td>
<td>0.064</td>
</tr>
<tr>
<td>Region 1</td>
<td>3.37</td>
<td>0.002</td>
<td>0.069</td>
<td>-0.034</td>
<td>0.073</td>
<td>-0.011</td>
<td>0.071</td>
</tr>
<tr>
<td>Region 2</td>
<td>2.84</td>
<td>0.006</td>
<td>0.079</td>
<td>-0.043</td>
<td>0.086</td>
<td>0.011</td>
<td>0.082</td>
</tr>
<tr>
<td>Region 3</td>
<td>4.02</td>
<td>-0.010</td>
<td>0.066</td>
<td>0.021</td>
<td>0.068</td>
<td>0.014</td>
<td>0.068</td>
</tr>
<tr>
<td>Region 4</td>
<td>3.18</td>
<td>0.005</td>
<td>0.083</td>
<td>-0.012</td>
<td>0.075</td>
<td>-0.006</td>
<td>0.084</td>
</tr>
<tr>
<td>Tenure 1</td>
<td>1.91</td>
<td>-0.011</td>
<td>0.048</td>
<td>-0.024</td>
<td>0.054</td>
<td>-0.012</td>
<td>0.050</td>
</tr>
<tr>
<td>Tenure 2</td>
<td>3.68</td>
<td>0.008</td>
<td>0.062</td>
<td>0.008</td>
<td>0.065</td>
<td>0.007</td>
<td>0.064</td>
</tr>
<tr>
<td>Sex 1</td>
<td>3.46</td>
<td>-0.006</td>
<td>0.053</td>
<td>-0.022</td>
<td>0.052</td>
<td>-0.006</td>
<td>0.053</td>
</tr>
<tr>
<td>Sex 2</td>
<td>3.38</td>
<td>0.001</td>
<td>0.056</td>
<td>-0.009</td>
<td>0.056</td>
<td>-0.006</td>
<td>0.056</td>
</tr>
</tbody>
</table>

Table 4 reports the simulated undercount estimates for the same population aggregates as those shown in Table 1 for the real census analysis. The true undercounts of the simulation are reported under the $U$-column. It is observed that all three approaches produced comparable undercount estimates. This is similar to the results seen in Table 1. A closer examination reveals that the local post-stratification consistently had smaller bias than the post-stratification, and outperformed the logistic regression with smaller root mean squared errors (RMSE). The quality of the jackknife variance estimation is demonstrated by comparing the average jackknife standard deviation estimates (SD) with the average standard deviation from the simulations (SD). We see the two quantities agreed with each other at the various levels of population aggregates. This confirms the jackknife variance estimation procedure.

For the three estimation approaches, Figure 7 shows the average undercount estimates and their average RMSE for each age cohort. These figures are counterparts of Figure 5 in the census data analysis. Both figures display substantial differences among the three estimation methods. The local post-stratification reflected the pattern of the true undercounts quite well, whereas the logistic regression captured the overall trend, especially at the left end, but failed to take into account the fluctuations around ages 20 and 30. The post-stratification performed quite poorly in the comparisons. Judging by the RMSE in Figure 7, the local post-stratification had the most stable performance across all ages.

We also collected information on the estimated undercounts at the state level, whose details are available in a technical report (Chen, Tang, and Mule 2009). Among the 50 states and DC, the local post-stratification had the smallest RMSE on 33 of them. In the South region, which had about 1/3 of the U.S. population and had the most undercounts among the four regions, the local post-stratification performed the best in most of the states. If we define the cumulated root mean squared error (CRMSE) to be the raw summation of the RMSE of the estimated undercounts over the states, then the CRMSE of the local post-stratification, post-stratification, and logistic regression
Figure 7. Simulation comparison of estimated percentage undercount for age by the local post-stratification (dashed line), post-stratification (circle points), and logistic regression (dotted line) with the true undercounts (solid line). Left panel: comparison of undercount estimates. Right panel: root mean square error (RMSE) comparison.

were 9.122, 9.904, and 10.195, respectively. This shows the robust and promising performance of the proposed approach.

10. DISCUSSION

In this paper, we propose a local post-stratification approach for the census dual system estimation based on the nonparametric kernel estimation for the enumeration and correct enumeration functions. The local post-stratification can capture the underlying data characteristics objectively and is free of model misspecification. Compared with the post-stratification, it avoids construction of post-strata explicitly and accounts for the correlation bias in the estimation automatically. A major advantage of our proposal is the ability to smooth the discrete variables, an aspect which is relevant to the census. This leads to more efficient estimation of the enumeration and correct enumeration function as compared to single-cell based estimation (Chen and Tang 2008a, 2008b).

The A.C.E. provides fresh and challenging research issues for capture–recapture surveys. The erroneous enumerations and missing values treated in this paper are only some of the new aspects. The proposed local stratification, although having been described in close connection to the census, is applicable for other capture–recapture surveys after some modifications. The inclusion of extra covariates \( Z_e \) and \( Z_p \) in the missing propensities for the E and P samples was done to make the MAR assumption more realistic. The issue of extra covariate \( S \) in the correct enumeration function \( e(x, s) \) introduces a new issue regarding how to treat variables that are only observed in the A.C.E. but not available for the general census. These variables are related to both the enumeration and correct enumeration functions. We have assumed that \( S \) does not contribute to the enumeration function \( p \). If \( S \) affects both \( e \) and \( p \) functions, then the population size estimator (5.6) may not be consistent, even if we define a marginalized version \( \hat{p}(x) \) like \( e(x) \) by integrating out the \( S \) variable by conditioning. We may have to use

\[
\hat{N} = \sum_{i \in \mathcal{E}} \hat{e}(x_i, S_i) \pi_i \hat{p}(x_i, S_i),
\]

where \( \pi_i \) is the known survey weight for \( i \in \mathcal{E} \). Although this estimator is consistent, the estimates will show a large sampling variance as it excludes data collected outside the A.C.E. The estimator (10.1) is similar to the N2 estimator in Griffin (2005). He was also concerned about the variability and proposed a ratio adjustment.

The issue of data-defined persons is critically important for the dual system estimation. Our estimates for larger population aggregates, as reported in the first part of the Section 8, were obtained by substituting \( C \) with \( D \), the set of data-defined enumerations in the estimation of \( e(x) \) and \( p(x) \). The same replacement was made for the population size estimates in (5.6), (7.2), and (7.4). As discussed in Brown and Zhao (2008), different assumptions regarding the heterogeneity of an individual being data-defined can produce quite different population estimates. This is confirmed by our state estimates reported in Table 2. As there is most likely differential heterogeneity between data-defined and non-data-defined cases, the data-defined rate function needs to be modeled (Griffin 2005). The Census Bureau is considering this for the 2010 Census Coverage Measurement Study.
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