
Stat 511          Exam I: Solutions and Comments               Spring 2002 
 
 
 
There may be more than one way to correctly answer a question, or several ways to describe the same 
answer.  Not all of the possible correct, reasonable or partially correct solutions may be listed here. 
 
 

1.  (a) (6 points)  Since rank(X)<k, the inverse of XXT  does not exist and there are an infinite number 
of  

solutions to the normal equations.  Since âC  is estimable, the least squares estimator 

Yb TT X)XX(CC −=  assumes the same value for any solution Yb TT X)XX( −= to the normal 

equations.   
 

(b) (6 points)  Since ββ== X)(E Y  and I)(Var 2σ=Y and âC , the Gauss-Markov Theorem states that 

the least squares estimator,  Yb TT X)XX(CC −= ,  is the unique best linear unbiased estimator 

for âC , that is,  for any vector d ,  Ydbd TTT X)XX(CC −= has the smallest variance of any 

estimator in the class of linear unbiased estimators of âd CT .   

 

(c) (8 points)  Since TA)(AVar)A(Var YY = , we have   
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2. (a)  (6 points)   The model matrix is  
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 10  0   1   0   0   1 

10  0   1   0   0   1 

0    5   0   1   0   1 

0    5   0   1   0   1 

0    0   0   1   0   1 

0    0   0   1   0   1 

5    5   0   0   1   1 

 5    0   0   0   1   1 

X  



 
(b) (4 points)  rank(X)=4 

 

(c) (8 points)   We can show that  Y)PI(Y 
1

 = SSE
1

  X
T

22
−

σσ
 has a central chi-squared distribution 

by showing that the conditions of Result 4.7 are satisfied.   In this case  )PI (
1

A X2
−−

σσ
==  is  

symmetric and .I)(Var 2σσ====ΣΣ Y   Then, )PI (A X−−==ΣΣ  is clearly idempotent.  Furthermore, the 

non-centrality parameter is    0 X)PI(X
1

 =   X
TT

2
2 =−

σ
δ ââ  because 

0XXXPX X)PI(  XX =−=−=− .  Finally, the degrees of freedom are 

448rank(X) -n= )PI (rankrank(A) X =−=−= .        

 
 

(d) (6 points)  A 95% confidence interval for  55 211 γ+γ+α+µ  is  

cc −±γ+γ+α+µ )XX(MSEt)5ˆ5ˆˆˆ( TT
025,.4211  

where  5)   5   0   0   1   1 (T =c  and   /4)PI( = MSE  X
T YY − . 

 
 

(e) (6 points)  For this model, the mean responses for the three cases involved in this null hypothesis 
are 5X 2111 γ+γ+α+µ ,  112 Xγ+α+µ , and 10X 2113 γ+γ+α+µ , respectively.  Setting the 

difference between the first and second mean equal to zero and the difference between the second 
and third mean equal to zero, the null hypothesis can be written as   

 
0

0
    

  10-   0    1-   1    0    0 

 5      0    0    1-   1    0 
  C :H

2

1

3

2

1

0 







=



























γ
γ
α
α
α
µ









=β . 

 

      There are an infinite number of choices for C.  Another choice is  
 10-   0    1-   1    0    0 

 5-    0    1-   0    1    0 
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= , 

      which corresponds to setting the difference in the mean responses for the first case and third case   
      equal to zero and setting the difference in the mean responses for the second case and the third case   
      equal to zero.   

 

(f) (9 points)  Since  )I,0(N~ 2σY  has a multivariate normal distribution, and 
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that )CC,CX(N~ T2σâU .  Using the inverse of the covariance for U ,  define the quadratic form 

as UU 1TT
2

)CC(
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σ
.  Apply Result 4.7 with A= 1T

2
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σ
 and T2CC)(Var σ== UΣΣ .  Then, ΣΣ  

is a positive definite 22 ×  matrix, A  is symmetric and IA =ΣΣ is idempotent.  Consequently, 

UU 1TT
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has a non-central chi-square distribution with 2=rank(A) degrees of freedom and 



noncentrality parameter  ââ CX)CC()CX(
1 1TT
2
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σ
=δ .  It was shown in part (c) that 
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 has a central chi-squared distribution with df=n-rank(X)=8-4=4 

degrees of freedom.  Finally,  0C)PI( T
X =− because each column of TC is a linear combination 

of the columns of X.  Then,  it follows from Result 4.8 that  
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(g)  (4 points)  The null hypothesis is 0CX) E(:H0 == âU  which is the null hypothesis from part (c). 

 

(h) (4 points) One answer is  1)    0    10-   0    5-   0(   and   0)   0   1-   1-   1-   3( T
2

T
1

== dd .  

 0)   0   1-   1-   1-   3( T
1

=d is obtained by noticing that column 1 is the sum of columns 2, 3, and 

4.   1)    0    10-   0    5-   0( T
2 =d is obtained by noticing that column 6 is 5 times column 2 plus 

10 times column 4.  There are other answers.  All other solutions can be obtained as linear 

combinatios of  1)    0    10-   0    5-   0(   and   0)   0   1-   1-   1-   3( T
2

T
1

== dd , but you must 

produce two vectors that are linearly independent. 
 

(i)  (4 points)   Since 01d1)  0  0  0  0  0( 2 ≠= , then â1)  0  0  0  0  0(2 =γ  is not estimable. 

 
(j) (4 points)   Include an observation so that the last column of X is no longer a linear combimation 

of columns 2 and 4.  For example, use  0% ethonal and 7% methanol with gasket material C. 
 

 
3. (a)  (5 points)  No,  rank(W)=6 while rank(X)=4, so some columns of W are not linear combinations  
              of  the columns of X 

 

(b) (5 points)  No,  X
T1TT

W
T1T

W
T1T

WX PX)XX(XPX)XX(XPX)XX(XPP ==== −−−  which is not 

WP  because the columns of W span a space that is of higher dimension than the space spanned by 

the columns of X. 
 

(c) (5 points)  Yes, because )I,0(N~Y 2σ  and  WXWX PI ,PP ,PP ,P −−− 11    are all symmetric 

matrices and   I)PI()PP( )PP(P WXWX =−+−+−+ 11   with    )PP(rank)P(rank X 11 −+ + 

   )PI(rank)PPrank( WXW −+− nrank(W))(nrank(X))(rank(W)1)(rank(X)1 =−+−+−+= . 

 
(d) (5 points)  Most students applied Result 4.7 to 
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         246)X(rank)W(rank)P(rank)P(rank)PPrank(df XWXW =−=−=−=−=  

    and noncentrality parameter  ââ W)PP(W
1

XW
TT

2
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=δ .  One could also use the Result from  

    part (c) to show this. 
 

 
(e) (5 points)  Reject the null hypothesis that the model in problem 2 is appropriate for these data if   
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               exceeds the upper α  percentile of a central F-distribution with (2, 2) degrees of freedom, where 

  α   is the type I error level of the test.  Note the the residual sums of squares from the larger 

model,   ( )YY W
T PI − ,  is used in the denominator 

 
 
   

 
 
 

 
EXAM SCORES: 
 
 
 
    90 | 6 
    90 | 0 0 1 1 1 1 2 4 
    80 | 5 5 5 5 6 6 6 7 7 7 7 8 8 9 9 9 9 
    80 | 0 0 0 0 0 1 1 2 2 2 3 4 4 4 
    70 | 5 5 6 6 6 7 8 8 9 9 9 
    70 | 0 0 1 2 3 3 4  
    60 | 7 7 8 9 9 
    60 | 0 1 1 2 2 2 3 3 3 4 4 
    50 | 5 5 6 8 9 9 9 
    50 | 0 1 1 1  
    40 | 5 5 
    40 | 2 2 4 
 
 
 A point value should be shown for the credit awarded for each part of your exam, corresponding 
              to the point values listed above.  If your answer failed to earn any credit, a zero should be shown.  
              If no point value is shown for some part of your exam, show your exam to the instructor.  Also, 
              check if the point total recorded on the last page of your exam is correct.   


