Stat 511 Exam |: Solutions and Comments Spring 2001

There may be more than one way to correctly answer a question, or several ways to describe the same
answer. Not all of the possible correct, reasonable or partially correct solutions may be listed here.

1. (A) (5points) A linear model with E(Y) =Xb and Var (Y) =S isaGauss-Markov model if
Var(Y)=s2l.

(B) (8 points) For alinear model E(Y)=Xb with Var(Y) =S, alinear function of the
parameters c¢'b isestimableif thereisavector of constants a such that E(aTY) =Xa,i.e,
there s alinear unbiased estimator for c'b .

(i) ap+agisnotestimable. Toobtain a, +az =E(a,Y,+a3Y3)
=ay(mt+a,) +ag(mtaz) =(a, +az)mta,a, +aza; wemust have a, +a3; =0.
(i) 2mt+4a, - a, - a3 isestimable because 2mt+4a,; - a, - a3 =E(4Y1- Yo - Ya1).

Some students used the result that a linear function of the parameters c'b isestimableif and
only if c'd=0 for every d such that Xd=0. This can be used to show that
a,+a3;=(00110)& isnot estimablein part (i) by noting that Xd =0 for d:(l—l-l—l—l)T
and (00110)d=-210. Tousethisresultin part (ii) you must first identify al d vectors
such that Xd =0. In thiscase, the model matrix, cal it X, hasfive columns and rank=4, so any

d suchthat Xd =0 must be of the form d:W(l—l—l-l—l)T for some scalar w. If there were
another linearly independent vector, say u, such that Xu=0, then the model matrix would have
rank lessthan 4.

(C) (5points) Sincethe first row isthe sum of the last five rows and the lower |eft corner isa5x5
diagonal matrix, if follows that
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hasrank 5. A generalized inverseis obtained by inverting the 5x5 diagonal matrix in the lower
left

corner and replacing the first row and first column with zeros, i.e.,
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Then, a solution to the normal equationsis
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(D) (5points) Thequantity 3a;- a,- az- a4 isestimable because
3a;-a,- ag- a4 =E(8Y;. - Y, - Y3 - Y,.). Theleast squares estimator is
35.1- éz- 5.3' 5.4 :371_ - 72_ - V3_ - 74_ .

(E) (5points) For aGauss-Markov model with E(Y)=Xb and Var(Y) =s?| , the ordinary least
squares estimator for an estimable quantity c'b isthe unique best linear unbiased estimator
for c'b. Thisimpliesthat 33, - a,- a3- 44 =3Y;. - Y, - Ya.- Y4 isthe unique best
linear unbiased estimator for 3a, - a, - az- a, . Thevariance of any other unbiased

estimator that isalinear function of Y islarger than s%(2.25+.5+.5+.5) = 3.755 2.

(F) (i) (8 points) We can show that iSSEmode,A :iz YT(I- R)Y hasanon-central chi-
s

2

squared distribution by showing ths;am the conditions of Result 1 are satisfied. In thiscase
=i2(l— R¢) is symmetricand S=Var(Y) =s?l. Then, AS=(I - R) isclearly idempotent.

Furtf]ermore, the degrees of freedom are rank(A) =rank |- R;) = n-rank(X)=10- 2=8.

The non-centrality parameter is ~ d? :s—lszWT(I - R )Wb which is not necessarily zero

because some columns of W are not linear combinations of the columns of X.

(ii) (8 points) Show that the conditions of Result 1 are satisfied with A=—12(I— RORv(1-R) and
S

S=Va(Y) =s?|, Clearly, A issymmetric. To show that AS=(I - R()Ry(I- R) isidempotent,
note that since each column of X isalinear combination of the columns of W then Ry X and
RvB =R =RRy. Consequently,
AS=(I - R)Ry(I- R)=(1- R)(Ry - RvR) =(1- R)Ry - R) =(I- R)Ry =Ry~ R, which s easily
shown to be an idempotent matrix. The degrees of freedom are

ranA) =rankRy - R() =rankW) - ranX) =4- 2=2. The noncentrality parameter,

& :iszwTu - R)Ry (I - PX)sziszwT(RN - R()Whb, is not necessarily zero because
S S
some columns of W are not linear combinations of the columns of X and RW isnot W.

(G) (10 points) From part F(ii) we have that

%YT(I - B)Ry(I - R)Y :%YT(RN - R¢)Y hasanoncentral chi-squared distribution
s s

with 2 degrees of freedom. Use Result 1 to show that s—lZSSEmodel B :s—lZYT(I - Ry)Y has

acentra chi-squared distribution with 5 degrees of freedom. It follows from Result 2 that



these two quadratic from are independent because
(1- RORw (1 - B)(s2)(1 - Ry) =s2(1- B)Ry(1 - R)(I - Ry)
=s2(1- B)Ry(I- Ry - P +PRy)
=s%(1- RORw (I - Ry - B +R)
=s(1- B)Ry (- Ry)
=s2(1- B)(Rw - Ry)
isamatrix of zeros. It followsthat the F statistic has a noncentral F-distribution with (2,6)

degrees of freedom if we divide the quadratic forms by their respective degrees of freedom.
Consequently, c=6/2=3. The noncentrality parameter is shown in the solution to part F(ii).

(H) (5points) Yes, it provides agoodness-of-fit test for model A. The null hypothesisisthat mean
milk production changes along a straight line as the level of the amino acid increases. The
alternative isthat mean milk production changes in some other way asthe level of the amino
acid increases.

Comment: A number of studentsincorrectly claimed that Model B is areparameterization of Model
A and incorrectly stated that R, =Ry, . Since rank(W)=4 and rank(X)=2, not every column of W can

be written as alinear combination of the columns of X, and Model B is not a reparameterization of
Model A. Itistruethat each column of X isalinear combination of the columns of W.

Consequently, RyX =X and Ry =RyPR =R(Ry -

2. (A) (5points) g, isestimablefor model Cif at least two of thevaluesfor Zy1,Z15,Z13,0r Z14 are
different, i.e., if any two cowsin the control group are of different ages.
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(B) (8points) Writethe null hypothesisas HO:Cé=gO 001-1 Ogg‘;zg:g)g and let
g0 000 1-1@%3 ®h
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b :(MTM)'lMTY bethe solution to the normal equations. The null hypothesis would be
rejected if
b'cT(c"m™m)1c) tcp
F= —3
Y (1-Py)Y
— =

exceeds the upper a percentile of acentral F-distribution with (3, 4) degrees of freedom, where
a isthetypel error level of the test.

(C) (8points) Compute the residual sum of squaresfor model C,i.e., SSE,qa ¢ =YT(- Pu)Y

where Py = M(MTM) M. If any two of the values for 211,212,243, 0r Zy, aredifferent and



2yt Zy and Zg 1t Zap and Zy1t Zy , then rank( - R,) =N-rank(M)=10- 6=4 and from Result 1
wehavethat SSEoqec=Y ' (I- Py )Y hasacentral chi-square distribution with 4 degrees of

freedom. Then,
i 5 1]
095=Pr{C2 £ XmoeC g2 3y p (g5=prl_t g S gt 1
4,975 2 4,05 L 02 SSE 2 Y
S i C4‘ 05 model C C4Y 975 b

I a
P 095=Pr % SSEmodel C £52 £ SSEmodel C b

i Ci o5 C3 075 b
and a 95% confidence interval for s2is :

u
SSEmodel ¢ SSEmodel ¢ |
. ! 2 3
i Ci o C4 o75 b

(D) (5points) Model Cisnot areparameterization of model B if any two of the values for
211,215,243, 0r Zysaredifferent, or Zy 1 Zoy , OF Zag 1 Zgy, 0r Zgyyt Z4 . For example, the
last column of M isalinear combination of the columns of W if and only if there are constants a
and b suchthat a+b=2Z4 and a+b=2Z,, . Thisisimpossiblewhen Z4 1 Z,, . The columns

of W alow you to fit adifferent mean for milk production for each level of amino acid, but they
provide no information on the age of the cows. Consequently, W does not provide enough
information to allow you to fit trendsin mean milk production across ages of cows within levels of
amino acid.

3. (A) (5points) E(c'b)=EC’ (X"™X) X TY)=cT(XTX) IXTE(Y)=c"(X"X) IxTXa=c"a.

(B) (10 points) Since Va (Y) = s?1+d?11" does not satisfy the Gauss-Markov property, it is not
obvious that the OL S estimator=r, c'b=c' (XTX)‘leY) , isabest linear unbiased estimator for

c'a. Asshowninthe lecture notes, the generalized least squares estimator,

c'bgs =c¢' (X (s +d?117) 1X) IxT(s?1 +d?117) ty)
is the unique best linear unbiased estimator for c'a. Then, c'b =cT(XTX)‘1XTY) isalso abest

linear unbiased estimator if and only if it isequal to chg_S . Intuitively this seems possible, because

the variances are equal and all covariances are equal. Consequently, the GL S estimator will weight the
observationsin the same manner as the OL S estimator. One way to show thisisto recall that

d2
s2 +nd?
reducesto c'b :CT(XTX)'lXTY) . | did not anticipate that anyone would do this. An aternative
approach isto directly show that OL S estimator isthe linear unbiased estimator with the smallest
variance. Consider any other linear unbiased estimator, say d'y , for c'a. Then,

c'a= E(dTY) =d"xa implies that ¢ =d"X . Furthermore,

(sl +dP117) 1 :iz(l - 117) and insert thisinto the formulafor ¢'bg g to show that it
s

Var(d'Y)=d" (s?I +d?11")d =s%d"d +d’d"11d .



Itiseasy to seethat the variance of the OL S estimator is

Var(c'b)=c" (XTX) X T(s% +d?11T)X(X "X) ¢

=s2cT(XTX) te+d%cT (X TX) X T11TX (X TX)1c

=s2d"X(XTX) IXTd+d?d"™X (X "TX) IxT11"x (X "X) 1x "d sincec’ =d'X

=s%d"Rd+d’d"11"d since R¢1=1

=s?(Rd)"Rd+d’d"11"d  sinceRR; =Py and R} =Py

£5%d"d+d’d"117d =Var(d'Y)  since (Rd)"Rd £dd, thelengthof the projection
of d ontothe space spanned by the columnsof X isno
longer than thelengthof d.

Consequently, the OL S estimator is aminimum variance linear unbiased estimator for c'ainthiscase,
even though the Gauss-Markov property is not satisfied.

EXAM SCORES:
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50|556677999
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A point value should be shown for the credit awarded for each part of your exam, corresponding
to the point values listed above. |f your answer failed to earn any credit, a zero should be shown.
If no point value is shown for some part of your exam, show your exam to the instructor. Also,
check if the point total recorded on the last page of your exam is correct.



